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Abstract 

This paper delves into the study of variance change point detection and Subsampling 
tests, proposing a method for variance change point detection based on sliding window 
mechanism. It also explores the principles of Subsampling and its operational steps in 
resampling for variance change point detection. The paper employs hypothesis testing 
to study cumulative sum statistics within a window, using the central limit theorem to 
prove that under the null hypothesis, the statistics converge in distribution to a 
functional of Brownian motion Under the alternative hypothesis, the test statistics are 
asymptotically consistent, and the divergence rate is provided. The sliding window 
mechanism is used to segment the data and the statistics, and then the Python software 
is used to simulate the numerical process of the variance change point detection model. 
This simulation yields critical value tables and empirical level under the null hypothesis, 
and empirical power tables at different change points under the alternative hypothesis. 
The analysis of the experimental results shows that the empirical power at the middle 
point is slightly higher than that of the time series before and after. 
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1. Introduction 

In the era of big data and artificial intelligence, time series data is recorded and stored in large 
volumes. A time series is a set of random variables ordered by time, referring to a sequence of 
numerical values of the same statistical indicator arranged in the order of occurrence. However, 
over time, the data may experience sudden jumps. For instance, at a certain position or moment, 
the numerical values or fluctuations of consecutive observations abruptly, meaning there is a 
significant statistical difference in the mean or variance of the data before and after this point. 
This is known as a mean change point or change point. If a change point appears in the data and 
the previous model is still used, it can lead to statistical inference errors. To avoid such errors, 
point analysis needs to be conducted on the data. The problem of change points was first 
introduced by Page[1] for detecting mean change points in independent distributions. Since 
then, change point problems have become a hot topic in many research fields such as statistics, 
medicine, engineering, and economics, with numerous research findings. An important 
problem in the detection of structural breaks in time series data is the detection of changes in 
a sequence of some parameter, numerical characteristic, or distribution in the model alters, 
such as a shift in mean [2], a change in variance [3] a change in tail exponent [4], a change in 
persistence [5-6] etc. A change point refers to a specific time point in a series of data points 
where the statistical properties or distribution of the data change significantly. This point is 
called a change point. 
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Research on change-point problems is an emerging field that spans multiple disciplines, 
including statistics, mathematics, computer science, and data mining. core of research in this 
field focuses on how to identify and predict change points in data, which are specific moments 
when the data distribution or statistical characteristics undergo significant changes Since the 
1970s, the field of statistics has been paying attention to change-point problems, and its 
application range is very wide, covering industrial economic, financial, and earthquake 
prediction fields. The theoretical research on change-point problems has become relatively 
mature, especially in the application of maximum likelihood method, least squares, and CUSUM 
method, which play an important role in the estimation of change points and the study of their 
properties. In recent years, research on change detection problems has continued to make new 
progress. Researchers have reasonably classified change-point detection problems from 
different perspectives and have looked forward to the future development direction of the. This 
indicates that, despite the relatively rich theoretical foundation of change-point problems, 
exploration in both application and theory is still continuously deepening and expanding. 
Overall, on change-point problems not only has significant implications for the development of 
statistical theory but also has broad application prospects in many practical fields. With the 
advancement of technology and increase in data analysis needs, research in this field will 
continue to be valued and is expected to produce more innovative results. In the study of mean 
change-point problems, Chernoff and Zacks first proposed a test statistic for detecting a change 
point in the mean of independent distributions. Regarding the widespread use of least squares 
in linear processes, Bai used this method to study the estimation and testing of single change-
point problems. For variance change models, Kilian and Zha developed a subsampling method 
to estimate the variance change-point model and introduced a subsampling test to determine 
the existence of a variance point. Loretan and Mollard proposed a method based on spectral 
analysis to detect variance change points. Quandt and Andrews, among others, proposed 
asymptotic testing methods to detect variance change points. 

2. Theoretical foundation 

In simple terms, a changepoint is a point or set of points in a continuous process where 
parameters change before and after the point, and the where the value changes are called the 
changepoint moment. In statistics, it is believed that these changing parameters are not only 
manifested in a single quantity but also a sudden change in mathematical characteristics or 
statistics. Therefore, changepoint problems can be divided into different types. Based on 
different application scenarios, researchers have constructed various models and test statistics 
to detect specific types of change points, and have studied the asymptotic distribution 
convergence rate, and convergence of sample data. The research on change point estimation 
focuses on estimating the actual location of the change point, as well as analyzing its properties 
distribution, and convergence. In the current academic literature on change point problems, 
common models include the mean change point model, the persistence change point model, and 
the change point model. 

Mean change-point model and persistent change point model: 

𝑦𝑡 = {
𝜇1 + 𝜀𝑡 , 1 ≤ 𝑡 ≤ [𝑁𝜏],

𝜇2 + 𝜀𝑡 , [𝑁𝜏] ≤ 𝑡 ≤ 𝑁.
 

𝑦𝑡 = {
𝑐1 +𝑚𝑡, 1 ≤ 𝑡 ≤ [𝑁𝜏],

𝑐2 + 𝑛𝑡 , [𝑁𝜏] ≤ 𝑡 ≤ 𝑁.
 

In the model, 𝑐1 and 𝑐2 are both constants, where {𝑚𝑡} is a stationary process and {𝑛𝑡} is unit 
root process, where N is the sample size and τ is the changepoint.  
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Fig. 1 Mean Change Point 

 
Fig. 2 Persistent changepoint 

As shown in Figure 1, when the sample size is 1000, the change point is set at τ*=04, which 
means the change point is at the 400th sample point with a mean of 0 before the change point 
and a mean of after the change point. In the figure, the change point is easily observable due to 
the large magnitude of the change. However, when the magnitude of the mean is small, it is 
impossible to directly observe the magnitude of the mean change and the location of the change 
point. Therefore, it becomes necessary to use statistical methods change point detection and 
location estimation. 

As shown in Figure 2, the time series changes from a stationary process to a unit root process, 
with a sudden change in persistence τ = 0.4, which occurs at sample point 400. 

3. CUSUM test for variance change-point detection 

In the study of variance change point detection, different test statistics are affected by sample 
size N, change point location τ, and the magnitude of variance and other variable parameters. 
In this paper, we will study the problem of variance change point detection by constructing 
cumulative sum statistics. The Sliding Window Method is a simple and intuitive approach in 
variance change point detection. It involves sliding a fixed-sized window L over time series data 
and calculating the variance of the data within each window. This allows for the observation of 
how the variance changes over time. When the difference in variance two consecutive windows 
exceeds a certain threshold, it can be inferred that a variance change point exists at the 
boundary of the windows. The specific steps of the Sliding Method are as follows: (1) Window 
Size Selection: First, an appropriate window size is determined. The window size affects the 
sensitivity of the detection; a window can smooth out random fluctuations but may delay the 
detection of a change point. A smaller window can increase the sensitivity of the change point 
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detection but may be affected random fluctuations. (2) Variance and Critical Value Calculation: 
The window is slid along the time series, and the variance of the data within each window and 
critical value are calculated. (3) Variance Comparison: The variances of adjacent windows are 
compared. If the difference in variance between two adjacent windows is large exceeds a pre-
set threshold, it can be inferred that a variance change point exists at the boundary of the 
windows. (4) Change Point Determination: Based the comparison results, the position of the 
variance change point is determined. Sometimes, to reduce false positives, statistical tests can 
be used to determine the significance of the point, such as the Chow test or the F test. 

The cumulative sum and statistics are defined as follows: 

∑(𝑖, 𝑗) = 𝑚𝑎𝑥
0≤𝜏≤1

√𝐿�̂�

�̂�
|
∑ 𝑢�̂�

2𝑖+[𝐿𝜏]−1
𝑡=𝑖

∑ 𝑢�̂�
2𝑗

𝑡=𝑖

−
[𝐿𝜏]

𝐿
| 

𝐻0:  𝑦𝑡 = (𝜇 + 𝑢𝑡)   𝑢𝑡 = (𝜎𝜀𝑡) 
𝐻1： 𝑦𝑡 ≠ (𝜇 + 𝑢𝑡)   𝑢𝑡 = (𝜎𝜀𝑡) 

𝜎 = {
𝜎1, 𝑡 ≤ 𝑘∗

𝜎2, 𝑡 > 𝑘∗
 

Under the null hypothesis, as L approaches infinity, the cumulative sum statistic for variance 
change points converges in distribution to a functional of Brownian motion. Under the null 
hypothesis, the cumulative sum statistic diverges, and the divergence rate is fastest at the k* 
moment. 

4. Numerical simulation 

In statistics, there are two methods of resampling data: one is the Bootstrap resampling method, 
and the other is the Subsampling resampling statistical method. This is the hypothesis test of 
our variance change-point model. What our variance change-point monitoring needs to do is to 
calculate the critical by sliding window mechanism on the sample, then evaluate the power 
under the null hypothesis and simulate the size value (i.e., the rejection under the null 
hypothesis); then evaluate the power under the alternative hypothesis and simulate the 
empirical power. 

Table 1 Critical value 

Numble 𝜎1 = 1 𝜎1 = 1.5 𝜎1 = 2 

N=200 1.2263 1.2286 1.2376 

N=300 1.2555 1.2452 1.2524 

N=500 1.2726 1.2789 1.2796 

N=800 1.2986 1.2877 1.2935 

N=1000 1.2974 1.2943 1.3042 

 
Table 2 Empirical potential table with τ*=0.3 

Numble 
△=0.5 △=1 △=2 

𝜎1 = 1 
𝜎1

= 1.5 𝜎1 = 2 𝜎1 = 1 
𝜎1

= 1.5 𝜎1 = 2 𝜎1 = 1 
𝜎1

= 1.5 𝜎1 = 2 

N=200 0.6684 0.6138 0.5804 0.7554 0.7022 0.6406 0.7946 0.7666 0.7311 

N=300 0.7558 0.6926 0.6726 0.8112 0.7706 0.7467 0.8193 0.8102 0.8025 

N=500 0.8246 0.7794 0.7421 0.8397 0.8285 0.8129 0.8429 0.8353 0.8318 

N=800 0.8118 0.7931 0.7562 0.8257 0.8287 0.8166 0.8312 0.8340 0.8330 

N=1000 0.8271 0.8059 0.7756 0.8322 0.8323 0.8251 0.8344 0.8376 0.8310 
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To make the experimental results more convincing, we loop T=2000 times in each numerical 
simulation. When setting the sliding window, we choose the window L to be 1/5 of the sample 

size N, the step M=4, so the number of windows is 
𝑁−𝐿

𝑀
. And when calculating the critical value, 

we choose the empirical 95% to approximate the critical value under the null hypothesis. We 
choose the sample size N=200,300,500,800,1000 for simulation calculations. Since there is no 
change-point under the null hypothesis, we only need to change the sample size N and the 
variance before the change-point when simulating the critical value and size. However, when 
simulating the empirical power, since there is a change-point under the alternative hypothesis 
we need to change the sample size N, the variance before the change-point, the change-point 
time τ, and the variance change amplitude to how these parameter changes affect the empirical 
power. Next, I will present the simulation results of the critical value C, size, and power obtained 
from the algorithm running Python, and analyze the simulation results. 

The empirical level is an important parameter in the change-point problem. In this regard, Li 
Yuanyuan from Xi'an University of Science and Technology found that under the null hypothesis, 
the empirical level increases with the sample size and the magnitude of the variance jump, and 
decreases with the increase of long memory index, in the study of mean change-point and unit 
root tests in long memory sequences. 

As can be seen from this process, we need to repeatedly use the variance change point 
cumulative sum statistics in the calculation, and the number of obtained will be very large, while 
the final critical value fluctuates around 1.2. It can be seen that the critical value obtained by 
our numerical simulation very convincing. The determination of the critical value not only 
completes the calculation of a large number of statistics under the null hypothesis, but also 
provides a basis for comparison we calculate the size and empirical power later, which makes 
all the statistics in the later work comparable. 

5. Conclusion 

In contrast to the traditional offline variance change-point tests, we constructed a cumulative 
sum statistic for monitoring variance change-points using the central theorem and sliding 
window mechanism. We then used the theoretical methods of hypothesis testing to prove that 
under the null hypothesis, the limit of this statistic converges in distribution a functional of 
Brownian motion. We also proved that under the alternative hypothesis, the statistic diverges 
consistently, and provided the corresponding divergence rate. This process that the cumulative 
sum statistic is related to the sample size N and the magnitude of the variance change, proving 
the feasibility of the statistic in solving the variance change-point. We introduced the principle 
and steps of the subsampling resampling method, and then further verified the scientific 
validity of the cumulative sum statistic using Python software. We the critical values under the 
null hypothesis, the empirical power under the null hypothesis, and the empirical power under 
the alternative hypothesis. Through the analysis of experimental results, found that under the 
null hypothesis, the empirical level tends to the significance level α as the sample size increases; 
under the alternative hypothesis, the empirical power is positively with the sample size N and 
the magnitude of the variance change; the empirical power is slightly higher when the change-
point is in the middle of the time series than the first half or the second half of the series. These 
results also indirectly indicate that changes in these parameters have a significant impact on 
the performance of the statistic. 
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