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Abstract 

Sentiment classification of user comments on events in social media has always been a 
hot research topic. Currently, the use of multimodal sentiment classification methods is 
a crucial direction in studying user sentiment. However, most existing multimodal 
sentiment classification models directly fuse different modalities in a post-processing 
manner, without effectively addressing the interaction between different modalities. To 
tackle issues related to modality interaction, we propose an Attention Channel 
Multimodal Sentiment Analysis (ACMSA) algorithm based on attention mechanisms. 
ACMSA first employs a pre-trained BERT model to extract text features, followed by a 
dual-channel model composed of a Convolutional Neural Network and a Gate Recurrent 
Unit. This dual-channel model effectively extracts both local and global features while 
addressing gradient problems. Simultaneously, we use a pre-trained ResNet model to 
extract image features, enhancing the network's representation capability. We 
introduce a newly proposed attention module called the Channel Spatial Attention 
Module (CSAM) to focus on key information in images in both spatial and channel 
dimensions. Finally, both modalities are passed through a Co-Attention mechanism for 
weighted fusion. Experimental results demonstrate significant improvements in 
accuracy and F1 score on the multimodal public dataset MVSA, showcasing the 
effectiveness of this model. 
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1. Introduction 

In daily life, people encounter various forms of information, and user comments are often one 
of the important ways for people to obtain information. Different from traditional pure text 
comments, today's comments include audio, images, and text. This type of data composed of 
multiple forms of information is called multimodal data. Using multimodal data, 
complementary information can be extracted from each modality, and compared to single-
modal data, richer content can be obtained. Multimodal sentiment analysis is a method that 
utilizes multiple forms of information (such as text and images) for sentiment analysis, aiming 
to obtain more comprehensive emotional representations and more accurate emotional 
tendency analysis. Although research in the field of multimodal sentiment analysis is relatively 
less extensive compared to single-modal analysis, it has tremendous potential to provide 
deeper emotional understanding and more accurate emotion recognition. By integrating 
multiple forms of information, richer and more comprehensive emotional features can be 
obtained, thereby improving the performance and effectiveness of sentiment analysis. With the 
continuous development of this field, multimodal sentiment analysis is expected to bring more 
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accurate and comprehensive results for tasks such as emotion recognition, emotion 
classification, and emotion generation. In social media, comments are the main way for users 
to express their emotional tendencies towards events. To address the issue of the current 
predominant form of user comments gradually becoming integrated text and images, this paper 
proposes a dual-channel text-image classification model based on attention mechanism 
(Attention Channel Multimodal Sentiment Analysis, ACMSA). 

2. Related Work 

Currently, research on multimodal sentiment analysis is relatively limited, with most methods 
still focused on the single modality of text. Models such as Text Convolutional Neural Network 
(TextCNN) proposed by Zhang et al. [1] for text-oriented sentiment classification tend to 
overlook the inherent connections of sentiment within the text and lack semantic extraction 
capabilities for long texts. Irsoy et al. [2] introduced Recurrent Neural Network (RNN) models, 
but these models lack feature extraction capabilities for text, are time-consuming to train, and 
are prone to gradient problems. To address the shortcomings of RNNs, Long Short-Term 
Memory (LSTM) and Gate Recurrent Unit (GRU) have been introduced, incorporating gating 
units into traditional RNNs with promising results. Lu et al. [3] proposed a classification model 
that combines CNN, GRU, and attention to extract text features for classification effectively. 

Cai et al. [4] combined TextCNN and Graph CNN to obtain feature vectors from images and text, 
concatenating these vectors for classification using Softmax. Zadeh et al. [5] proposed Dynamic 
Fusion Graph (DFG), which efficiently captures intra-modal and inter-modal feature 
information. Xu et al. [6] introduced a joint attention mechanism, where the attention 
mechanism's Query, Key, and Value inputs are from different modalities to enhance interaction 
between different modalities. Yang et al. [7] proposed the Multi-View Attention Network model 
(MVAN), which achieves interaction between text and images through the introduction of 
multi-visual point attention mechanism, capturing the impact of both modalities on the final 
fusion result. Jiang et al. [16] proposed the FENet model, which utilizes visual-textual 
interaction blocks to simultaneously consider the influence of visual and textual information, 
capturing the relationship between the two. 

Building upon the aforementioned research, this paper proposes the ACMSA model. Different 
from the models mentioned above, this paper inputs textual information into Bert to obtain text 
features, which are then passed into CNN and BiGRU-Attention dual channels. Additionally, 
ResNet152 is used to extract image features, effectively addressing issues such as gradient 
vanishing and explosion during deep learning model training, thus reducing the risk of 
overfitting. The CSAM module is then incorporated to focus on and emphasize important details 
in the image, integrating this information into the final feature representation. This multi-scale 
feature fusion capability enables the network to better capture features and relationships of 
different-scale images, improving the recognition and understanding of multi-scale images. 
Finally, the combined image-text features are passed into Co-Attention for the output of the 
final result. 

The main contributions of ACMSA are as follows: 

(1)Designing a dual-channel model composed of CNN and Bidirectional GRU. After CNN extracts 
local features of the text, a combination of average pooling and max pooling is used to obtain 
vectors Cavg and Cmax with low-level and high-level features, respectively. BiGRU extracts 
global features of the text, adopts gate recurrent units to obtain the feature representation of 
the text, and incorporates a self-attention mechanism layer to capture key information in the 
text. 

(2)Introducing a new attention module, the CSAM module, comprising channel attention and 
spatial attention modules. In the channel attention module, two different-sized convolution 
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kernels are first used to extract original feature vectors and fuse them, then the fused feature 
vectors are compressed and activated through pointwise convolution, and finally, the original 
and fused feature vectors are adaptively learned to determine the weights. In the spatial 
attention module, dilated convolution is used to extract feature vectors to obtain a larger 
receptive field and retain the spatial features of the image. 

(3)Innovatively using fusion modules to obtain text feature vectors with image information and 
image feature vectors with textual information. Introducing fusion attention mechanism and 
enhancing the connection through adaptive fusion to improve the network's expressive ability. 

3. Model Design 

The ACMSA model proposed in this paper consists of four parts: text feature vector extraction, 
image feature vector extraction, feature fusion, and classification. The model framework is 
illustrated in Figure 1, where the feature extraction model mainly includes Bert and ResNet152, 
and the fusion method primarily involves late fusion based on attention mechanisms. Co-
Attention [6] extracts the weights of each modality separately for weighted fusion classification, 
enhancing the interaction between different modalities. The CSAM module and multi-channel 
model will be elaborated on in the following sections. 
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Fig. 1 ACMSA model sturcture 

3.1. Text Feature Extraction 

Based on deep learning for sentiment classification, continuously training labeled data until the 
best results are achieved offers significant advantages in terms of scalability and accuracy [5]. 
The Bert model holds a leading position in text feature extraction, composed of the Encoder 
part of Transformer. Compared to earlier models such as Word2Vec, GloVe, and ELMO, it 
demonstrates efficiency and stronger generalization, effectively linking context. In this paper, 
the text feature extraction structure of the multi-channel model is illustrated in Figure 2. 
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Fig.2 Text dual channel model structure 

3.1.1. Text Local Feature Extraction 

The feature vectors extracted from text input through Bert are passed into CNN via the first 
channel. CNN, originally developed for computer vision, has been gradually applied in the field 
of natural language processing (NLP) in recent years with remarkable results. CNN primarily 
extracts local features through pooling and convolutional layers. In this paper, average pooling 
and max pooling are combined to obtain vectors with low-level features (Cavg) and high-level 
features (Cmax), which are then merged to form Cout. CNN has significant advantages in 
extracting local features. By using convolutional kernels of different sizes (2, 3, 4), it can 
comprehensively differentiate and extract textual information, even when the granularity of 
sequential features varies. The formula is as follows: 

: 1( )i i i hC f W X b+ −=  +
                                                             (1)

 

In the equation, Ci represents the feature vector obtained by convolving the input with 

convolution kernels of different sizes h dR  . f denotes the activation function, h represents 
the size of the convolution kernel, and b R  represents the bias term. The filtering window 
smoothly moves to 1:n h nx − + , yielding the feature sequence as shown in the formula, 

1 2 1[ , , ,..., ]n hc c c c c− +=                                                         (2) 

3.1.2. Text Global Feature Extraction 

The feature vectors extracted by Bert are passed into BiGRU-Attention through the second 
channel. GRU (Gated Recurrent Unit) is an improvement over traditional recurrent neural 
networks (RNNs), introducing reset gates and update gates to optimize the structure. 
Compared to RNNs, GRU has fewer parameters. GRU stores and forgets information through 
memory units, effectively addressing the vanishing gradient problem. BiGRU, an extension of 
GRU, is bidirectional, making it more advantageous for capturing contextual relationships.At 
time t, the output th  for input tx  is calculated as follows: 

( ) ( )
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Where   is the activation function, th   is the candidate information, tz  and tr  are the update 

gate and reset gate respectively, and W represents the weight matrix. Assuming the output 
feature of Bert is tx , the specific process of text feature extraction in the multi-channel model 

is as follows: 

[ ( ), ( )], (1, )t t th GRU x GRU x t N=                                                       (7)
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                                                                  (8)
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3.2. Image Feature Extraction 

After extracting the image feature vectors, incorporating an attention mechanism module 
allows the model to selectively focus on key regions in the image, which can enhance the 
model's resistance to interference and robustness [8]. In this paper, after using ResNet152 to 
extract image features, the model's performance is further enhanced by adding the CSAM 
module. The CSAM structure is illustrated in Figure 3, 

 
Fig.3 CSAM Attention Module 

The CBAM [10] module integrates channel attention mechanism and spatial attention 
mechanism. The CSAM module innovates and improves the channel attention module by first 
extracting features using two convolution kernels of different sizes, then adding the feature 
vectors extracted by the two convolution kernels, and finally passing the feature vectors 
through two channels of different scales. The core idea of CSAM is to calculate the weights of 
different channels to achieve attention on multiple scales, thereby enhancing the feature 
representation capability. It is easier to select important information from different channels, 
thereby increasing accuracy. SAM is a complement to CAM, after selecting different channels, 
SAM identifies which position in that channel direction has more feature expression. The 
calculation formula is as follows, 

( )CF M F F = 
                                                              (11)

 

image sF M F = 
                                                               (12)

 

Where   represents element-wise multiplication, and dimension matching is achieved using 
broadcasting. 

3.2.1. Channel Attention 

This module determines the importance of each channel in the transmission process from the 
channel dimension, utilizing channel-wise attention to enable different receptive fields [9]. The 
feature maps have different feature weights, allowing the model to have an adaptive receptive 
field, thereby achieving the effect where outputs obtained from different convolution kernel 
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sizes have varying levels of importance, enhancing the model's feature extraction capability. 
The structure of the channel attention mechanism is illustrated in Figure 4， 

 
Fig.4 Channel attention module 

This module mainly consists of three steps: Split, Fuse, Select. 

Split: The input feature values are passed into two branches. Branch one uses a 3x3 convolution 
kernel to extract features, while the other branch uses a 5x5 dilated convolution with dilation=2 
to extract features. 

Fuse: The feature maps extracted from the two branches in Split are added together. Using 
pointwise convolution, the number of channels C of the feature X is reduced to a certain value 
1

r
. After passing through BatchNorm layer and ReLU activation function, it is then passed into 

another pointwise convolution to restore the number of channels to the original value. Finally, 
it passes through a BN layer and a Sigmoid activation function. 

Select: The weighted average of U  and U  is calculated. The fusion feature is obtained by 
subtracting this weighted average from 1. Through iterative training of the model, the network 
adapts and determines the weights autonomously. 

3.2.2. Spatial Attention 

Introducing spatial attention mechanism enables automatic capture of important regional 
features, calculating local features and key information, thus providing more accurate 
localization and weighting of the regions of interest in the feature maps. It can extract more 
discriminative features, thereby improving the accuracy and robustness of the model, while 
also reducing the computational burden of the model.The structure of the channel attention 
mechanism is illustrated in Figure 5. 

 
Fig.5 Spatial attention module 

The feature map inputted into a certain channel undergoes max pooling and average pooling, 
extracting the maximum and average values along the channel dimension. The results from max 
pooling and average pooling are concatenated and passed into a dilated convolution with a 
kernel size of 3x3 and dilation=2. The output is passed through a Sigmoid activation function. 
Multiple experiments have shown that introducing dilated convolution yields better results, as 
it allows for a larger receptive field, thereby obtaining denser data and capturing multi-scale 
information, effectively preserving the spatial features of the image.The calculation formula is 
as follows, 

Point-wise Conv

X

U'

U''

×

×

＋ ＋
Point-wise Conv

U
ReLu

BN BN
SigmoidSplit

Fuse

Fuse

Kernel 3×3

Kernel 5×5

C×H×W

C×H×W

C/r×H×W C×H×W

Channel Attention Module

Atrous Convolution

Pooling

Feature F Max_pooling

Avg_pooling

Sigmoid

Spatial Attention

Spatial Attention Module



International Journal of Science Volume 11 Issue 3, 2024 

ISSN: 1813-4890  
 

298 

3 3( ) ( ([ ( ); ( )]))SM F f AvgPool F MaxPool F =                                   (13)
 

3.3. Model Fusion 

Currently, there are three main modal fusion methods: early fusion, mid-level fusion, and late 
fusion. Early fusion, also known as input layer fusion, refers to the fusion of input data before 
feature extraction, preserving and enhancing the originality and correlation of the data. Mid-
level fusion, or feature layer fusion, involves fusing features after feature extraction and then 
inputting them together into the decision layer for classification. Late fusion, also called 
decision layer fusion, is considered the most effective of the three fusion methods. It involves 
combining processed feature vectors from various modalities and inputting them together into 
the decision layer for classification. 

As attention mechanisms become more popular in the field of multimodal fusion, in order to 
achieve more effective fusion of multimodal features, this paper employs Co-Attention. The key 
feature of this attention mechanism is that QK comes from one modality while V comes from 
another modality. By comparing and dynamically adjusting the similarity and weight between 
different modality features, it becomes easier to capture the correlation between different 
modalities, allowing the features of both modalities to guide each other, thereby generating text 
feature vectors with image information and image feature vectors with text information. 
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Where A represents the joint image-text feature after Co-Attention, B and C respectively denote 
the weight matrix and the attention weights, D and E represent the text and image feature 
vectors before Co-Attention mechanism, F represents the text feature vector with image 
information after Co-Attention, and H represents the image feature vector with text information 
after this mechanism. 

3.4. Feature Classification 

After the image and text feature vectors undergo the Co-Attention mechanism, they are 
inputted into a fully connected layer and a softmax classifier to output the classification results. 
To prevent overfitting, cross-entropy loss is used as the objective function for the softmax. 

4. Experimental Analysis 

4.1. Datasets 

This paper utilizes two datasets, MVSA-Single and MVSA-Multi, collected from Twitter data. The 
MVSA-Single dataset consists of 5129 image-text pairs, with single-label annotations for both 
images and text as positive, negative, or neutral. To ensure the authenticity of the data and the 
accuracy of the experiments, this paper follows the data cleaning method proposed in [17], 
which removes image-text pairs with contradictory polarity labels, i.e., samples with both 
positive and negative labels, and replaces images labeled as neutral or with polarity labels with 
the corresponding polarity labels. After processing, the dataset contains 4511 samples. 

The MVSA-Multi dataset contains 19600 image-text pairs, with three sets of independent labels. 
Initially, the majority emotion labels for both image and text modalities are replaced with the 
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true labels for a single modality, i.e., if at least two emotions are the same for one modality, it is 
retained as the true label. Similarly, image-text pairs with contradictory labels are removed, 
eliminating samples with contradictory polarity labels, and replacing neutral or polarity labels 
with the corresponding polarity labels. After preprocessing, the dataset contains 17024 
samples for subsequent experiments. 

The final emotional labeling results are shown in Table 1. 
Table 1 MVSA dataset 

Dataset All Positive Neutral Negative 

MVSA-
Single 

4511 2683 470 1358 

MVSA-Multi 17024 11318 4408 1298 

4.2. Experimental Environment and Parameters 

The experiments were conducted using Python 3.6 and the PyTorch 1.9 framework. The 
hardware configuration includes an Intel Core i5 12600KF CPU and an NVIDIA GeForce RTX 
3080 GPU. 

The MVSA dataset was divided into training, validation, and testing sets in an 8:1:1 ratio. For 
the text part, Bert-base was used as the pre-trained model to extract feature vectors. The 
dimensionality of the word embeddings was set to 768, and the maximum text length was set 
to 64. For the image part, the images were resized to 224x224 before using the pre-trained 
ResNet152 model to extract feature vectors.The learning rate was set to lr=5e-5, weight decay 
was set to 1e-2, and dropout was set to 0.4. 

4.3. Baseline Model 

To demonstrate the effectiveness of the ACMSA model, we will compare it with the following 
baseline models, all of which have been experimentally proven to outperform traditional single-
modal classification methods: 

(1) SentiBank + SentiStrength[9]: This model uses SentiBank to extract 1200 Adjective-Noun 
Pairs (ANP) as the mid-level representation of images for classification. SentiStrength 
calculates sentiment scores based on English grammar and spelling style. SentiBank + 
SentiStrength combines the results of SentiBank and SentiStrength to handle multi-modal 
sentiment classification on the Twitter dataset. 

(2) CNN-Multi[4]: This model utilizes pre-trained CNNs to extract feature vectors for both text 
and images. The extracted text and image features are then concatenated and passed through 
four fully connected layers for interaction fusion. 

(3) DNN-LR[11]: Similar to CNN-Multi, this model also uses pre-trained CNNs to extract feature 
vectors for text and images, which are then combined as inputs to a logistic regression model. 

(4) CNN-Multichannel[12]: This model employs a multi-channel convolutional network where 
each filter is applied to multiple channels. However, gradients are only backpropagated through 
one of the channels. 

(5) HSAN[13]: This model generates semantic image titles and proposes a hierarchical 
attention network to simultaneously process text and image titles from the Twitter dataset. 

(6) MultiSentiNet[14]: This model extracts semantic visual information from images, including 
background environment and target objects. It proposes an LSTM model based on visual 
information and attention mechanisms, integrating visual information features with text 
features. 

(7) CoMN[15]: This model uses graph-text representation vectors to query key feature maps 
and iteratively updates query graph-text memory matrices to retrieve key information between 
images and text. 
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(8) FENet[16]: Unlike CoMN's coarse-grained attention mechanism, this model utilizes an Inter-
Intra Fusion (IIF) mechanism to learn fine-grained cross-modal attention, extracting image-
based text feature vectors and text-based image feature vectors, and using SIE to extract feature 
representations for classification. 

(9) ITIN[17]: This model is based on an interaction network for aligning image regions and 
textual information. It proposes a graph-text alignment module to capture fine-grained key 
information between images and text and utilizes a cross-modal gate module to prevent 
negative effects from misalignment. 

4.4. Result analysis 

Based on the evaluation metrics of Accuracy (Acc) and F1 score on the MVSA-Single and MVSA-
Multi datasets, the comparative results are shown in Table 2. According to the experimental 
data, it can be observed that the performance of the proposed model in terms of Acc and F1 on 
these two datasets is superior compared to the other models. 

Table 2 The results of Comparison test 

Numble 
MVSA-Single MVSA-Multi 

Acc F1 Acc F1 

StB+StS 52.05 50.08 65.62 55.36 

CNN-Multi 61.20 58.37 66.39 59.47 

DNN-LR 61.42 61.03 67.86 66.33 

CNN-Multichannel 65.19 62.55 65.57 63.24 

HSAN 66.83 66.90 68.16 67.76 

MultiSentiNet 69.84 69.63 68.86 68.11 

CoMN 70.51 70.01 68.92 68.83 

FENet 74.21 74.06 71.46 71.21 

ITIN 75.19 74.97 73.52 73.49 

ACMSA 77.08 75.64 74.42 73.71 

SentiBank+SentiStrength is a feature-based model that utilizes SentiBank and SentiStrength for 
sentiment analysis. However, this model performs worse than other models. Both CNN-Multi 
and DNN-LR use deep learning convolutional neural networks to output feature vectors, and 
they both utilize pre-trained CNNs to extract text and image feature vectors. They outperform 
SentiBank+SentiStrength on both datasets, with CNN-Multi achieving a precision increase of 
9.15% and 0.77%, and DNN-LR achieving a precision increase of 9.37% and 2.24%, respectively, 
on the MVSA-Single dataset. 

CNN-Multichannel is a dual-channel model with an embedding part using pre-trained word 
vectors. It demonstrates the effectiveness of the multi-channel model by achieving a precision 
increase of 3.77% compared to DNN-LR on the MVSA-Single dataset, although it falls slightly 
short on the MVSA-Multi dataset. 

HSAN and MultiSentiNet both employ deep learning recurrent neural networks to output 
feature vectors, considering both visual information in images and semantic information in text. 
These models show better performance in experimental results, achieving higher accuracy. The 
recurrent neural network improves model performance by enhancing contextual semantic 
information, proving particularly effective in MultiSentiNet, which considers the influence of 
visual information on textual semantics. MultiSentiNet outperforms HSAN by 3.01% and 0.70% 
in accuracy on the two datasets, respectively. 

To enhance the interaction between textual and visual information, CoMN integrates text 
representation vectors into images to locate key local features and vice versa. CoMN learns 
deeper multi-hop feature representations through stacked models, demonstrating better 
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interaction compared to MultiSentiNet with accuracy increases of 0.67% and 0.06% on the two 
datasets, respectively. 

FENet learns cross-modal features using IIF and extracts feature representations through SIE, 
while ITIN enhances cross-modal interaction with alignment and misalignment modules and 
combines image context information with text context information. Both models demonstrate 
the importance of fine-grained cross-modal interaction in multi-modal sentiment classification. 

Improving upon these baseline models, the proposed ACMSA model outperforms all baseline 
models in terms of performance. ACMSA utilizes the Bert pre-trained model for text feature 
extraction, which better captures semantic information by contextualizing text. Leveraging the 
advantages of the dual-channel structure and recurrent neural networks, ACMSA employs CNN 
channels for local feature extraction in text and utilizes BiGRU and self-attention mechanisms 
to compose a dual-channel model for global feature extraction. The dual-channel model 
demonstrates the ability to capture long-distance dependencies in sentiment classification 
tasks and efficiently capture key phrases. For image feature extraction, ACMSA employs the 
ResNet pre-trained model, which effectively resolves gradient issues and captures detailed 
features better than traditional CNN networks, thus improving network expressiveness. By 
introducing the CSAM module, ACMSA further enhances feature expression capabilities in both 
channel and spatial dimensions. The Co-Attention mechanism is used to enhance the 
interaction between different modalities and reduce redundant information during training. 
Overall, experimental results demonstrate that the ACMSA model performs well in multi-modal 
sentiment classification tasks. 

5. Conclusion 

The ACMSA model addresses the deficiencies in the current field of multi-modal sentiment 
classification by improving the modality interaction. Enhancing the feature extraction 
capabilities of both images and text can improve multi-modal performance. For images, the use 
of appropriate attention modules can effectively focus on important information in the images, 
increasing network performance and efficiency. For text, it is equally important to enhance 
semantic capture by contextualizing text to obtain sentiment polarity. 

There are also several limitations in this study. For example, there was no in-depth research on 
extracting the semantics of sarcasm, especially regarding the preprocessing methods for 
punctuation, which affected the accuracy of text features. Further research could delve deeper 
into processing images, such as separating facial expressions from backgrounds or extracting 
text embedded in images. Additionally, future research could expand into the audio and video 
domains to further explore multi-modal directions. 
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