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Abstract. In this paper, we proposed the preliminary test almost unbiased ridge estimator based on W
test-statistics, when it is suspected that the regression parameter may be restricted to a space in a
restricted linear model with measurement error. The property of the new estimator is also discussed.
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1. Introduction
Let us study the linear regression model with measurement error
Yt=ﬂ0+)(1'ﬁ+et’xt=Xt+ut7t=1121---1n (1)

Where g, shows the intercept term, g shows the unknown parameters, xtz(xit,...,xpt)’,

X, = (X, X, ) and measurement error u, =(uy,...,u, ) consist with X, =(X,... X, ) , uy is the
measurement error, e, stands for the error. Suppose that

(X8~ Nypo (11,0, Blockdiag (3,01, 3| @

!
Foru, :(uxl,...,uxp) o, shows the variance of e, 2, and >, present the variance matrix of

x, and u, . Then (Yt,Xt’)' follows a normal distribution with mean vector (,Bo+ﬂ'ux,u;)' and
covariance matrix

[aee +B Y. B BTy j @)
2o B DINEDIN

Based on this we get

E(Yt|xt):7/0+7/xt (4)

Foryy =By + 5 (1, — KL U, 7 = Ko Ky =2 T = (T +Zu) Zie

Suppose that the unknown parameter statisfy the following restrictions:

HB=h (5)

Where H denotes a qx p matrix is a vector ofqx1.

For the linear model with no measurement error, when the statistician suspect the linear restrictions,
many authors have studied the preliminary test estimator which is based on Wald(W),Likelihood
Ration(LR) and Varangian Multiplier (LM) test-statistic ,such as Yang and Xu [1], Chang and Yang
[2-3] et al. For the linear model with measurement error, when the statistician suspect the linear
restrictions, we consider the following test. Null hypothesis: H,:Hg=h , alternative
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hypothesis H,:H g = h. Saleh and Shalabh [4] discuss the preliminary test ridge estimator best on

W teste-statistic, and the also discussed the properties of the new estimator. In this paper we propose
an almost unbiased ridge estimator based on W statistics and almost unbiased ridge estimator, we also
discuss the properties of the new estimator.

2. The new estimator
For model (1), one problem is to estimate . When 2., is known: Glaser [5] discuss the estimator
ofy0.7,0,:

~ S SN~ - ~ 1 ~ ~r ! ~ ~r

Yon =Y _j/nx 7n =SX)l(SXY'A‘ndO-zz =H(Y_7/On1n_7nx) (Y—]/0n1n—]/nX) (6)
6-ee=&zz_77r,1Kx_xlzuu 77n20 (7)
Where

(SYY Syx j

S =

Sxv Sxx

Sy =(Y =V1,)(Y =Y1,).Y = (%, V)L, = (L. D)
Sxx :((Sxi><i))1sxi><i :(Xi - )ziln),(xi _)ziln)

!

SXiY :(Xi - )ziln)’ (Y| _Y_iln)’SXY :(SX1Y ’---’Sxpv)
X, =1 ?,1Xit.\7=1 Y,
n - n -

When X ,and K, =>" % =(X,+X, )" X, are unknown, we use the following estimator to
estimate K, :

K><>< = S>_<>l< (Sxx _nzuu) 8
WherelSXX presents the maximum likelihood estimator of 2., +2_, .
n

In this case the estimators of 3,, f,, o, are defined as follows

Bon = Fon =B (1, = K3 )%, By =R}, 6 =6, =B 20 Ko, 9)

Where

ﬁn = (Sxx -nX, )_l Sxy

By Fuller [6], we have the variance of f, isc,Cwhere C=K/ > K =>' 3> 3 Then an
estimator of C is;

C, = K;(x 2xx Kxx

In order to deal with multicollinearity, Saleh and Shalabh [4] proposed the ridge estimator to
improve 3,

A0)=(1, k(KL 2w ) A (10)

In this paper we use the almost unbiased method and propose an almost unbiased ridge estimator
which is defined as follows:

P (K) =1 =1 (1, 4K, T Ke) )
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Define ﬁ(k)z(lp—kz(klp+K;xeX Km)_z)z(lp—kz(klﬁcn)_z), then we can write

Brnore (K) as follows:

ﬁnAURE(k):A](k)Bn (11)
Consider model (1) and linear restrictions (5), we get the restricted estimator of g
B, =B, ~C,"H'(HC,*H") " (H 3, -h) (12)

When we suspect the linear restrictions, we consider the following W test-statistics, which is
defined as

L, =n(HA,~h) (HC,*H') " (HA, -h) (13)

When null hypothesis H, : H B =his right L, —— »¢.

Saleh and Shalabh [4] based on W test-statistics and propose the following estimator:

BT =B—(B-B ) (L <2 () (14)

In this paper we propose a preliminary test almost unbiased ridge estimator based on W
test-statistics:

ﬂArSATURE (k) =A, (k)BnPT (15)

In next section, we will discuss the properties of the new estimator.

3. The properties of the new estimator

In this section we will discuss the comparison of preliminary test almost unbiased ridge estimator
and preliminary test estimator under the mean squared error criterion.
By (15), we have:

E(Bwe (k)= A(K)E(BTT )= A(K) B A(K)7H ., (22 (ar);2°) (16)

Where A(k) :(IP —k? (I, +C)_2), Hy.. (72 (a);A%) denote q degree, non-centrality parameter
A’ non-central chi square distribution function, and 7 = C™H ’(HC‘lH ’)71 (HB-h).

Bias(,énF,’IURE (k))z—kZC‘z(k)ﬂ—(l —K°C (K))i7H . (22 ():07)

Risk ( Bge (K)) = ot (CHA% (K)) = otr (RA? (K)) ., (22 ();4%)

A (K) 7 2H . (22 (2): %) = Hya (22 (2):87) |

26 (A(K)= 1) A(K)7H,,, (22 (@):8%)+ B/ (A(K)-1) B (17)

Where R =CH’(HC™H") "HC ™.

3.1 MSE analysis as a function of A
By (17), we have

Risk( BT )= o,tr (€)= o,tr (R)H., (22 (@);4°) (18)
Consider the following difference:
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Risk ( A7)~ Risk  Aige ()
=, tr(CH (1= A% (K))) = otr (R(1 = A2 (K)) ) Hyo (22 (@):2?)
' A (K)m| 2Hq, (22 (2); %)= Hooo (22 (@);2%) ] (19)
12 (A(K)= ) AR M, (2 (@)id?)- B/ (AK)-1)

Observe that | — A% (k) =(1-A(k))(1+A(k))=k?(1, +kC) " (1 +A(k))>0, so when A=A,
preliminary test almost unbiased ridge estimator is better than preliminary test estimator, where

s f(k)
[ 2Hy. (75 (@):8%) = H, o (% (@ ,Az)]ﬂp( A (K)))
f (k)= otr (R(1 = A (K)) ) Hoop (22 (e 2)+kﬂ( +kc) B

+2k2ﬂ'(|p+kc)' A(K)7H,,, (22 (a);AZ)—azztr(C‘ (1 —Az(k)))
When A <A,, preliminary test estimator is better than preliminary test almost unbiased ridge
estimator, where
f(k)

A, =
T [2Hee (20 (2)i8%) - Ho (25 ()i8%) [ (€ (1 - A (K)))
So we have the following thoerem
Theorem 1: Under the MSE criterion when A=A, Risk(,B )>R|sk(ﬁnAURE(k)) ;
when0<A<A, Risk(ﬂ )< Rlsk(ﬁnAURE(k)).

3.2 MSE analysis as a function of k
WhenC >0, there exists a nonorthogonal matrix P, such that P'CP = diag (21,...,/1,)) , S0 by (17)

we have;

0 t2k* +k? (A4 +2k) A0, + 4 (4 +2k) (o, — 1))

Risk (ﬂnAURE (k)) = ; i (/III—F k)4 (20)
Wheret=P'3,a; =diag(P'RP),7=P'y.
fi = O-zzaiiﬂ1 Hq+2 (Zq (CZ);AZ)_ﬁi2 |:2Hq+2 (;(qz (a)’AZ)_ Hq+4 (Zc? (a)1A2 )i|
gi = 2tiﬁi Hq+2 (Z; (a) ’ Az)
Differentiating the risk function of (20) with respect to k:
oRisk  Aiie (K))
21

ok .Z A +k )

Whereh, (k) = 22k{(2t’ - g, )k* +2[ 49, ~2(c, - f, )k]+ 4 [ 49, ~2(o, - ) ]} .
ORisk k ORisk k
When0 <k <k, | (ﬂnAURE ( )) <0, whenk >k,, I ('BnAURE ( )) >0. Where
ok ok
\/zq i tiz)_(o-zz_fi)]_[ﬂ’lgi_z(azz_fi)]
k, =min
<P 2ti -G
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K. — max \/Zqi |:A’| (gi _tiz)_(o-zz - fi)} —[ﬂf,gi —Z(O'ZZ — f, )]

1<i<p Zti -0,

So we have;
Theorem 2: Under the MSE criterion, when0 <k <k, , preliminary test almost unbiased ridge

estimator is better than preliminary test estimator. Whenk >k, , preliminary test estimator is better
than preliminary test almost unbiased ridge estimator.
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