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Abstract 

Automobile information recognition is a key component of intelligent transportation system 
which gains its popularity on the basis of a rapidly developing society. Color plays an important 
role in vehicle identification. Given that every vehicle has its own inner structure, and the outer 
natural environment deforms its main color to some extend in images, the toughest problem of 
vehicle color recognition is to pick out the region of interest (ROI), which means vehicle body, 
for identifying its main color. In this paper, we propose a method which combines Bag-of-Word 
(BoW) and Locality-constrained Linear Coding (LLC) for color recognition whilst 
preprocessing is introduced to offset the impact made by image degradation. Then, we train the 
classifier by support vector machine. The experiments are validated on the data set, which are 
gathering on express ways. The proposed method achieves good effect. 
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1. Introduction 

Automobile information recognition forms a key part of intelligent transportation system (ITS), which 
witnesses synchronized development with the rapidly developing society, and has received much 
attention in recent years due to an attached importance to city public security. As one of the 
conspicuous cues for vehicles, color can provide useful and profuse information in vehicle detection. 
[1]-[4]However, color recognition is still a strenuous challenge in images or videos according to the 
following difficulties. 

1. Color can be susceptible and sensitive to the variation of a truly natural environment, such as 
illumination changes, haze, snow, which may cause a significant color deformation. 

2. There is a large number of colors of automobile, and meanwhile, different parts of a single vehicle 
also have different colors. It is necessary to select the appropriate regions for color recognition.  

3. The performance of color recognition is also limited by the low quality of images or videos. In a 
video, it is hard to segment a moving car and find out its main body accurately due to different position 
of cameras, noise, and overexposure. 

Some state-of-art detection methods can provide a precise bounding box for each vehicle. [5]-[8] 
Thus, we apply the method to vehicle detection. Preprocessing must be introduced after locating 
vehicles positions, which is an essential step in color recognition, for getting a better quality image. 

In image color recognition, the color features are collected from image patches, and then, a classifier 
is trained for color recognition. Wang et al. [9] proposed a novel way to recognize lip color based on 
multiple support vector machine to exclude invalid feature. Burghouts et al. [10] introduced an 
evaluation of local color invariants in the presence of realistic geometric transformations. Park and 
Kim [11] described an automatic time-saving method for comparing and distinguishing colors with 
two techniques of dimension reduction. Butzke et al. [12] discussed an approach for automatic 
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detection of vehicles attributes. However, these methods above cannot be applied to vehicle color 
recognition regarding to the lack of region of interest selection. 

Color feature extracting determines the behavior in the general image color recognition. Van de Sande 
et al. [13] analyzed prevalent color descriptors and their performance to illumination changes. Chen 
et al. [14] argued a Gaussian mixture model background subtraction algorithm turned to be effective. 
Li et al. [15] proposed a color normalization operator used in HIS color space. However, what 
mentioned before all failed to recognize the importance of scene and object which can bring gain in 
recognition accuracy to a color recognition system respectively. 

The spatial information can be described by bag-of Feature (BoF) and bag-of-word (BoW)[16].Sivic 
and Zisserman originally introduced BoW [17]. The feature is encoded by a codebook, which is 
learned from a set of features by clustering algorithm. The BoF method disregards the information 
about the spatial layout of features, hence it is incapable of capturing shapes or locating an object. 
Comparing to BoF methods, BoW can achieve a high accuracy as seen in [18]-[19]. Inspired by Chen 
et al. [19], the Bow representation can quantize the color features via a large codebook, and make a 
classifier get easier access to differentiate them by mapping them into a higher dimensional space. 
Thus, we choose BoW in our task. 

The toughest work for vehicle color recognition is to separate the main body of a car under a natural 
environment, because every car has its particular appearance and inner structure. What makes it worse 
is that every part of a single car may be in different colors incipiently, regardless of being transformed 
or painted when someone owned it, which would make the task more arduous. Fortunately, most cars 
have a single and dominant color in its body kept unchangeable, so it is a key step to divide the region 
of interest of a car for color recognition. Since BoW creates a large codebook, method in [19] may 
have somewhat deficiency in time consumption. Wang et al. [20] surveyed an efficient way of image 
classification, and propose Locality-constrained Linear Coding (LLC) to extract features. LLC 
showed its exceptional ability to differentiate images and also expressed that it was a time-saving 
strategy, even with very large codebooks, LLC can still process multi frames per second. Motivated 
by Wang, we adopt LLC into our task of vehicle color recognition. 

In this paper, we first use BoW to establish a model for vehicle color recognition. BoW representation 
is an efficient way to discriminate different colors through a way of mapping the initial color features 
to a higher dimensional space via a large codebook, and the BoW based color feature reaches the 
better performance in vehicle color recognition. Although BoW has already been applied to ITS in 
[19], there are still many aspects worth improving. The strategies in ROI selection and feature 
extracting for object detection and vehicle color recognition are very diverse. It is hard to make a 
choice due to lacking of theoretical support. The best one is often picked from a huge number of 
experimental trials. So we introduce LLC, which performs well in image classification. In order to 
get a satisfactory recognition consequence, we choose ROI as our recognition object using LLC, 
which is verified that it also has equivalent performance in vehicle color recognition and enhances 
ability to reduce time consumption. LLC code can achieve an impressive image classification 
accuracy even with a linear SVM classifier [20]. We do experiments on the data set that is created by 
Chen et al. [19] for public use. Hence the primary contributions of this paper are: 

Combine BoW and LLC which used in image classification, in ITS for vehicle recognition. 

Compare some color extracting scheme and then find out a good way of color feature extracting in 
vehicle color recognition. 

The rest of this paper is organized as follows. In Section 2, we discuss the details of our method, 
which includes the preprocessing and the most important part, image representation. Section 3 shows 
the experimental results on images and videos. Section 4 is the conclusion of this paper. 
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2. Approach to vehicle color recognition 

As shown in Fig. 1 is the flow chart of our method. 

2.1 Preprocessing  

The quality of the images or videos taken by the monitors on express ways is usually very poor, which 
is ascribed to the changeable natural environment. The quality is often susceptible and sensitive to 
the impact of haze, strong light, and color shift caused by bad weather conditions or inappropriate 
configuration of cameras.  Above all, the impact caused by haze is the most common demerit for 
getting good quality vehicle images. The poor quality is challengeable for color recognition. We adopt 
the haze removal method [21] as the preprocessing in our method to eliminate disadvantages caused 
by haze for getting a better image quality. 

The results of the preprocessing are shown in Fig.2 (a) and Fig. (b), the original image which is under 
thick haze has a very low quality and definition. After the haze removal, the image is much clearer. 
From Fig.2 (b), it is easier to recognize its main color after preprocessing is gray. 

 
Fig. 1 Flowchart of our method 

 

 
(a)                              (b) 

Fig. 2 Preprocessing effect (a) Original image (b) after haze removal 

2.2 Image color representation by locality-constrained linear coding 

After preprocessing, image quality is promoted. The color features of images are extracted from the 
former images. As we mentioned before, feature extracting determined performance of the whole 
color recognition system. Kim et al. [22] proposed the optimal dimension of color feature of a vehicle 
as a color histogram in HSI color space. Chen et al. [19] discussed some useful ways of extracting 
strategies as well as Van de Sande et al. [13]. There are several histograms successfully used in color 
recognition, such as RGB histogram, transformed color histogram [13], opponent histogram [13], 
color moment [13], hue histogram [23], and normalized RGB histogram [24].We introduce LAB 
histogram [25] in this paper, for its good ability to extract color features. All of the former histograms 
have their own merits. One of the effective approach is to combine all or most of them, but meanwhile 
the more histograms use, the more time cost. Considering their own advantages, and the impetus for 
discovering a time-saving solution on the basis of a satisfactory accuracy, we do a series of trials and 
find a good way eventually. Thus, we propose a combination with two simple histograms, LAB 
histogram and normalized RGB histogram, which behave well in experiments. 
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In our method, the codebook B is learnt from the patch features in training data set by K-means 
clustering method, according to [26] [27]. We take the representation of LLC [20] to describe the 
image. Let X be a set of D-dimensional local descriptor extracted from an image, i.e. 
X=[Xଵ, Xଶ, …… , Xே]ϵR஽ൈே, Given a codebook with M entries, B=[bଵ,bଶ, …… , bெ]	ϵR஽ൈெ, different 
coding schemes convert each descriptor into a M-dimensional code to generate the final image 
representation. 

 LLC incorporates locality constraint instead of the sparsity constraint. LLC code uses the following 
criteria: 

 

݉݅݊
஼

∑ ‖ ௜ܺ െ ௜‖ଶܿܤ ൅ ௜⨂ܿ௜‖ଶ݀‖ߣ
ே
௜ୀଵ     s.t.1⊺ܿ௜=1,∀ࣻ.                                      (1) 

 

where	⨂ denotes the element-wise multiplication, and ݀௜ ∈ ܴெ  is the locality adaptor that gives 
different freedom for each basis vector proportional to its similarity to the input descriptor ௜ܺ . 
Specifically, 

 

݀௜ ൌ exp	ቀௗ௜௦௧ሺ௑೔,஻ሻ
ఙ

ቁ                                                                (2) 

 

where ݀݅ݐݏሺ ௜ܺ, ሻܤ = ሾdistሺX୧, bଵሻ, …… , distሺX୧, b୑ሻሿ் , and distሺX୧, b୨ሻ  is the Euclidean distance 
between X୧  and b୨  is	is used for adjusting the weight decay speed for the locality adaptor. ݀௜	ߪ .
normalized to be between (0,1] by subtracting maxሺ݀݅ݐݏሺ ௜ܺ, ሺݐݏ݅݀ ሻ) fromܤ ௜ܺ,  ሻ. The constraintܤ
1⊺ܿ௜=1 follows the shift-invariant requirements of the LLC code. Note that the LLC code in Eq. (1) 
is not sparse in the sense of ℓ଴  norm, but is sparse in the sense that the solution only has few 
significant values, that suggests the LLC can be modified to accelerate its encoding speed. According 
to [20], we can use the K(K<D<M) nearest neighbors of ௜ܺ as the local bases B௜. Specially, the faster 
approximation of LLC code uses the following criteria: 

 

min
େ෩
∑ ‖X୧ െ cన෥B୧‖ଶ
୒
୧ୀଵ   s.t.1⊺c୧=1,∀ࣻ.                                     (3) 

 

 
Fig. 3 LLC coding processing 
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This reduces the computation complexity from ࣩሺMଶሻtoࣩሺM ൅ Kଶሻ, where K<<M. As K is usually 
very small, solving Eq. (3) is very fast. For questing for K-nearest neighbors, K-NN search strategy 
is applied. LLC coding processing is shown in Fig.3. 

3. Experiment 

The data set contains 15601images of various categories such as truck, limousine, and SUV. The 
whole data set is classified into 8 classes, including black, blue, cyan, gray, green, red, white, and 
yellow. All the images in the data set are taken in the frontal view captured by high-definition cameras 
on express ways. We use SVM for color classification. The number of images with different kind in 
our data set is listed in Table 1. Some samples in the data set are shown in Fig.4.  

In our experiment, the data set is randomly divided into two groups, half for training and the rest for 
testing. Each experiment is carried out for 5 times, and the final recognition rate is the average of all 
runs. Specially, we resize all the images into 300*300 for both training and testing. We do 
experiments on HSV histogram [23], and normalized RGB histogram [24], and LAB histogram [25]. 
Every histogram is with a dimension of 48 (16 per channel)，and each channel is normalized 
independently. For every channel, it complies with the distribution where the mean	μ=0 and the 
standard deviation σ ൌ 1. Local features are computed on an image patch with a grid of size 24*24 
and a stride of 8 pixels. The codebook is fixed to 1024 in our experiments. 

Table 1 The number of images in the data set 

Color Black Blue Cyan Gray Green Red White Yellow 

Number 3442 1086 281 3046 482 1941 4742 581 

 

 
Fig. 4 Samples of different colors in the data set 

First we use HSV histogram [23], and normalized RGB histogram [24], and LAB histogram [25] 
respectively. The consequences are shown in Table 2. We find out that both normalized RGB 
histogram [24] and LAB histogram [25] perform better than HSV histogram, and meanwhile they 
show a similar performance in color recognition. Considering what we mentioned before, we combine 
them and experiment again. We unfold that with a combination of normalized RGB histogram [24] 
and LAB histogram [25], we can get a better effect. The main reason for such promotion is that LAB 
histogram [25] is able to constrict illumination changes and independent to pigment, which makes up 
for the demerits of RGB histogram [24]. The result can be seen in the last row of Table 2. In all 
experiments, we fasten K=5 in LLC coding algorithm, and linear SVM is adopted in all the 



International Journal of Science Vol.2 No.10 2015                                                             ISSN: 1813-4890 

180 

 

experiments. What is obvious in Table 2 is that among all the 8 colors, the recognition rates for green 
and gray are less than the others and the recognition rate for red is always beyond 0.95. Given that 
red is the most noticeable color in color space, for which red means stop in transportation, we can 
easily accept the result. AS green and gray are less unified, their features are more diffused and hard 
to be classified.  

Table 2 Average recognition performance of different color descriptors 

 Black Blue Cyan Gray Green Red White yellow

RGB 0.9479 0.8903 0.8862 0.7880 0.7329 0.9799 0.9366 0.9213

HSV 0.9174 0.8743 0.7734 0.6982 0.6136 0.9625 0.8922 0.8677

LAB 0.9203 0.8606 0.8825 0.7442 0.7297 0.9709 0.9129 0.9029

RGB+LAB 0.9538 0.9164 0.9094 0.8066 0.7596 0.9878 0.9389 0.9385

As shown in Table 2, normalized RGB histogram  achieves the best performance. There are some 
extant methods and algorithms which use normalized RGB histogram in vehicle color recognition. 
Thus we choose this histogram to make  comparison experiments to exemplify our method is 
practical.We do some experiments in our computers and fix the dimension of every histogram into 
48(16 per channel) to provide a fair comparison. We list the recognition rates in Table 3. 

Table 3 Comparison with other methods using normalized RGB histogram 

 Black Blue Cyan Gray Green Red White Yellow

Original Local 
Features 

0.6446 0.2276 0.7464 0.1216 0.6788 0.8110 0.7819 0.6597

BoW [16] 0.7737 0.7209 0.7623 0.5450 0.6149 0.9371 0.7994 0.8160

BoW +SPM [16] 0.9397 0.8323 0.7971 0.7400 0.5013 0.9638 0.9323 0.8609

BoW+FC [19] 0.9213 0.8414 0.9594 0.7837 0.6473 0.9601 0.9097 0.8646

Our Method(RGB) 0.9479 0.8903 0.8862 0.7880 0.7329 0.9799 0.9366 0.9213

Our 
Method(RGB+LAB) 

0.9538 0.9164 0.9094 0.8066 0.7596 0.9878 0.9389 0.9385

What we propose in this paper gets an average recognition rate of 0.8853 (using RGB only) and 
0.9013 (RGB+LAB). It takes 0.376 seconds (RGB+LAB) and 0.251 seconds (RBG only) per image 
for vehicle detecting and recognition. And the dimension of color features is 96(RGB+LAB) and 48 
(RGB only). Table 4 is a conclusion for these two feature extracting methods. 

Table 4 Comparison with RGB and RGB+LAB 

 Accuracy Time-consumption Dimension 

RGB 0.8853 0.251 48 

RGB+LAB 0.9013 0.376 96 

Although our method of RGB+LAB surpasses the way of using RGB only in color recognition rate 
at a superiority about 0.0260, the latter only consumes nearly 67% time of the former costs,so it is 
hard to say which one is better. Those two methods all have its own advantages and can be used under 
different content. The larger the data set is, the more useful our method of RGB is. However, in most 
cases, method of RGB+LAB is better for its better recognition rate. 

4. Conclusion 

In this paper, an effective method for vehicle color recognition has been proposed. We combine the 
BoW representation and Locality-constrained Linear Coding into vehicle color recognition whilst 
invesgate two good approaches to color feature extracting. The experiment on image data set shows 
that our method is effective. Our future work might be finding some other features to promote our 
method further more. 
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