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Abstract

Rough sets theory is a traditional method for information reduction and rules acquisition under the circumstance of incomplete information. In this paper, the new version of reduction algorithm based on discernibility matrix was proposed through revising the common algorithm. The new algorithm is more efficient in finding out the criminal attribute. In the decision information system, using the definition of accuracy rate and coverage rate, the positive rule, negative rule and exclusive rule were given according to the definition of probability rules.
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1. Introduction

Rough sets theory was proposed by Z. Pawlak to solve the problems of uncertain and inaccuracy [1]. The fuzziness and uncertainty of classification was defined in the rough sets theory. According to this theory, knowledge was the partition of domain and can be analyzed by equivalence relation in the field of algebra. Nowadays, rough sets theory has been wildly used to many fields such as data mining, machine learning and pattern recognition [2,3,4,5] etc.

In the paper, a revised reduction algorithm based on the discernibility matrix of rough sets theory was proposed. The revised algorithm is more efficient in finding out the criminal attributes. In the decision information system, using the definition of accuracy rate and coverage rate in rough sets theory, the positive rule, negative rule and elimination rule were given according to the definition of probability rules.

The paper is organized as follows. Section 2 gives the basic definition of rough sets theory. Section 3 introduces the revised algorithm based on the traditional attributes reduction. Section 4 gives three kinds of probability rule. Section 5 is the conclusion of the paper.

2. Basic Definition of Rough Sets Theory

Information System (IS) was used to describe the knowledge in rough sets theory and its definition was given as follows,

Definition 1[5]  \((U, A, F)\) a Information System, where

- \(U\) is a non-empty finite set of objects, \(U = \{x_1, x_2, \ldots, x_n\}\)
- \(A\) is a non-empty finite set of attributes, \(A = \{a_1, a_2, \ldots, a_p\}\)
- \(F\) is the relation set between \(U\) and \(A\), \(F = \{f_j | f_j : U \rightarrow V_j, j \leq p\}\) and \(V_j\) is the domain of attribute \(a_j\)

Definition 2[5] \((U, A, F, D, G)\) is a Decision Information System (DIS), where
\((U, A, F)\) is an Information System,

\(D\) is a non-empty finite set of decision attributes, \(D = \{d_1, d_2, \ldots, d_q\}\),

\(G\) is the relation set of \(U\) and \(D\), \(G = \{g_j \mid g_j : U \to V_j, j \leq q\}\) and \(V_j\) is the domain of decision attribute \(d_j\).

Using the Definition 2, a new decision attribute can be defined as \(d\), and its domain \(V_d\) is the subsets of \(V_{d_1} \times V_{d_2} \times \ldots \times V_{d_q}\), and the following formula holds up,

\[g(x, d) = (g(x, d_1), g(x, d_2), \ldots, g(x, d_q))\]

thus a multi-objective decision information system was converted into a single objective decision information system. In this reason, only the single-object problem where \(q = 1\) was discussed in the paper, correspondingly the decision information system was written by \((U, A, F, d, G)\).

Suppose that \(B = A \cup \{d\}\), its atomic formulas is in the form of \([a = v]\) which was the smallest set of all atomic formulas and closed for the disjunction and conjunction operator.

\[\forall f \in F(B, V), f_A\] is the explanation of the formula \(f\), which means \(f_A\) is the set of all samples (in the domain \(U\)) that were characterized by \(f\). In other words, \(f_A\) satisfies the following conditions, suppose that \(f\) is in the form of \([a = v]\), then \(f_A = \{s \in U \mid a = v\}\)

\[(f \land g)_A = f_A \cap g_A \quad (f \lor g)_A = f_A \cup g_A \quad (\neg f)_A = U \setminus f_A\]

The accuracy rate and coverage rate of classification were introduced to evaluate the decision rules as follows.

Definition 3 Let \(R\) be a formula of \(F(B, V)\) and \(D\) be a sample set belong to decision attribute \(d\), then the accuracy rate \(\alpha_R(D)\) and coverage rate \(\kappa_R(D)\) of the rule \(R \to D\) can be defined as:

\[
\alpha_R(D) = \frac{|R_A \cap D|}{|R_A|}(= P(D|R))
\]

\[
\kappa_R(D) = \frac{|R_A \cap D|}{|D|}(= P(R|D))
\]

Given \((U, R)\), where \(R\) is the equivalence relation in domain \(U\), then \(\forall X \subseteq U\),

\[R(X) = \{x \in U; [x]_R \subseteq X\} = \bigcup\{[x]_R; [x]_R \subseteq X\}\]

\[\overline{R}(X) = \{x \in U; [x]_R \cap X \neq \emptyset\} = \bigcup\{[x]_R; [x]_R \cap X \neq \emptyset\}\]

are the lower-approximate and upper-approximate respectively[5].

3. Attributes Reduction Algorithm Based on Discernibility Matrix

The essential of attributes reduction based on rough sets theory is the reduction of decision table, this process of reduction will not change the dependency relationship between the condition attributes and decision attributes.

Existing reduction algorithms can be classified into two categories, heuristic algorithms based on information entropy and algorithms based discernibility matrix and discernibility function. The former could not find out all the reduction of the system, so the latter is the mainstream of research. The idea of the algorithm is computing disjunctive normal form of the discernibility function which was derived from the discernibility matrix. Every conjunctive clause of the above disjunctive normal form is just a reduction of the information system.

The exact definition of the discernibility matrix and the core are defined as,
Definition 4 Given decision table system $S = <U, R, V, f>$, where $R = P \cup D$ is the attributes set, its subset $D = \{d\}$ and $P = \{a_i | i = 1, 2, ..., m\}$ are the decision attributes set and condition attributes set respectively. $U = \{x_1, x_2, ..., x_n\}$ is the domain set, $a_i(x_j)$ is the value of attribute $a_i$ corresponding to sample $x_j$, $C_D(i, j)$ is the elements of the $i$th row and $j$th column in the discernibility matrix, then the discernibility matrix $C_D$ is

$$C_D(i, j) = \begin{cases} \{a_k | a_k \in P \land a_k(x_i) \neq a_k(x_j)\} & d(x_i) \neq d(x_j) \\ 0 & d(x_i) = d(x_j) \end{cases}$$

Core is a set composed of all the singleton of discernibility matrix, expressed by $\text{core}(A) = \{a \in A | a(x, y) = \{a\}, x, y \in U\}$

The attributes reduction algorithm based on discernibility matrix was described as follows, Attributes Reduction Algorithm Based on Discernibility Matrix (ARAD)

Step 1: computing the discernibility matrix $C_D$ of decision table,

Step 2: for every element $C_{ij}$ of the $C_D$, and $C_{ij} \neq \emptyset$, disjunctive normal form corresponding to $C_{ij}$ can be got as $L_{ij} = \bigvee_{a \in C_{ij}} a$, disjunctive normal form corresponding to $C_{ij}$ can be got as $L_{ij} = \bigvee_{a \in C_{ij}} a$.

Step 3: According to all the disjunctive normal form, conjunction normal form $L$ can be computed through $L = \bigwedge_{C_{ij} \neq \emptyset, C_{ik} \neq \emptyset} L_{ij}$

Step 4: transforming the conjunction normal form $L$ into the disjunctive normal form $\hat{L} = \bigvee_{i} L_i$

Then every conjunctive clause of the above disjunctive normal form is a reduction of the information system.

The above reduction algorithm is essentially the processing of logic formulas. Then the attribute reduction algorithm can be revised to be more efficient in the following way:

Checking the discernibility matrix, if there is an element that including the Core, then this attribute is the unique crucial to distinguish two attribute-related samples that relative to this element, moreover it is unique. We can take out these crucial attributes meanwhile revised the elements that including the core to be 0. Consequently, we got a new matrix and can execute the step 2, 3 and 4 in the revised matrix. The improved algorithm will make the reduction more efficient than ever.

4. Three Kinds of Probability Rules

The accuracy rate and coverage rate [6] of classification are useful in application [7, 8], nevertheless they are two main index to evaluate the rules. Combining the idea of rule acquisition in rough sets theory, we have the following theorem,

Theorem 1 The accuracy rate $\alpha_R(D)$ evaluates the sufficiency of a rule $R \rightarrow d$ and the coverage rate $\kappa_R(D)$ evaluates the necessity of the rule, if $\alpha_R(D) = \kappa_R(D) = 1$, then $R \leftrightarrow d$ and now $R_A = D$

Proof:

$$\alpha_R(D) = 1.0 \Rightarrow |R_A \cap D| = |R_A| \Rightarrow R_A \subseteq D$$

This means $R_A$ is a subset of $D$ and $R \rightarrow d$ holds, similarly,

$$\kappa_R(D) = 1.0 \Rightarrow |R_A \cap D| = |D| \Rightarrow D \subseteq R_A$$

This means $D$ is a subset of $R_A$ and $d \rightarrow R$ holds.

Above all, $R_A = D$
The theorem shows that the accuracy rate and coverage rate of classification characterize the sufficiency and necessity of a rule. Using the above theorem and the definition of $\alpha_k(D)$ and $\kappa_k(D)$, we deduce the probability rule, given $\delta_\alpha, \delta_k \in R'$ as threshold values of $\alpha_k(D)$ and $\kappa_k(D)$,

$$R \xrightarrow{\alpha_k} d, \text{ satisfies } \alpha_k(D) \geq \delta_\alpha, \kappa_k(D) \geq \delta_k$$

is a probability rule, where $R = \lor_j [a_j = v_k]$.

Especially when $\alpha_k(D) = 1.0$, the rule was only supported by positive samples, so it was named as positive rule and was defined as,

$$R \rightarrow d, \text{ satisfies } \alpha_k(D) = 1.0,$$

where $R = \land_j [a_j = v_k]$.

Similarly, when $\kappa_k(D) = 1.0$, we have the exclusive rule that was supported by any one of the positive samples, presented by,

$$R \rightarrow d, \text{ satisfies } \kappa_k(D) = 1.0,$$

where $R = \lor_j [a_j = v_k]$.

The inverse negative proposition can be written as,

$$\land_j [a_j = v_k] \rightarrow \neg d, \text{ satisfies } \forall [a_j = v_k], \kappa_{[a_j = v_k]}(D) = 1.0$$

Which was named as negative rule that means if there exists a sample that doesn’t satisfy any attribute of the negative rule, then delete its corresponding decision attribute $d$.

5. Conclusion

In this paper, the traditional reduction algorithm based on discernibility matrix was revised. The new algorithm is much more efficient than the traditional one. Furthermore, under the circumstance of decision information system, based on the definition of accuracy rate and coverage rate of classification, the Positive rule, Exclusive rule and Negative rule were defined.

The paper researched the field of information system through combining the probability knowledge to the rough sets theory, however, only the reduction problem and rule induction algorithm were studied. Thus in the future, there are many works can be done deeply in the research of rough sets theory which was integrated with the probability.
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