
International Journal of Science Vol.3 No.2 2016                                                             ISSN: 1813-4890 

 

95 

 

Estimation in Partially linear Varying-coefficient Errors-in-Variable 
with stochastic linear restrictions 

Jibo Wu 

Key Laboratory of Group & Graph Theories and Applications, Chongqing University of Arts 
and Sciences, Chongqing, 402160 

linfen52@126.com 

Abstract 

In this paper we study the estimator of the Partially linear Varying-coefficient Errors 

-in-Variable model with stochastic linear restrictions. We present a mixed Profile least squares 

estimator when the covariates in the linear part are measured with additive error and some 

additional stochastic linear restrictions on the parametric component are available. 
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1. Introduction 

Consider the following partially linear Varying-coefficient Errors-in-Variable model： 

 Y X Z U

V X

  



   


 
                                                      (1) 

where Y denotes the response, Z，X，U denote random regressors. And we also assume that U is 

univariate.  1,..., p   
 denotes the unknown parameters;       1 ,..., q   

  denotes a 

q-dimensional vector of unknown coefficient functions,  denotes the random errors with 

, , 0E X Z U    ;  denotes the measurement error with mean 0 and covariance matrix  and is 

independent of  , , ,Y X Z U . In this paper we suppose that  is known，When  is unknown, we 

may estimate it by repeatedly measuring V (Liang et al. [2]).  

As a extension of partially linear model and varying-coefficient model, partially linear 

Varying-coefficient Errors-in-Variable model has big application value. In many applications, there 
often exists covariate measurement errors. Such as, it has been well documented in the literature that 

covariates such as blood pressure Carroll et al. [1]. You and Chen [6] construct a Profile least squares 
estimator and also discuss the properties of this estimator. In some cases, some prior information bout 

some prior information about the regression coefficients is available from outside sample sources. 
Use of such information may improve upon the efficiency of the estimator. This information may 

contain linear restrictions or stochastic linear restrictions, see Liu [3-4]. Wei [7] construct a restricted 
Profile least squares estimator when some additional linear restrictions are assumed to hold.  

To the best of our knowledge, there is no paper to study the estimator of (1) when some additional 

stochastic linear restrictions are suppose to hold. In this paper we will consider how to estimate (1) 
under some stochastic linear restrictions [5]. Consider the following stochastic linear restrictions 

b A                                                                     (2) 

where A denotes a k p matrix of known constants with rank(A)=, and b is a known vector,   

denotes random error with mean 0and covariance matrix , where   is a known positive definite 
matrix.  
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The rest of the paper is organized as follows, the new estimator of model (1) with (2) is given in 

Section 2 and some conclusion remarks are given in Section 3. 

2. Mixed Profile least squares estimator 

2.1 Modified Profile least squares estimator 

Suppose 
1

, , ,
n

i i i i i
Y X Z U


 be an independent identically distributed (iid) random sample which comes 

from model (1), and satisfy 

 i i i i iY X Z U                                                                 (3) 

If the parametric component   is known, then model(3) may be written as 

   1 1i i i i q i iq iY X U Z U Z                                                (4) 

it is easy to know that (4) is a varying coefficient model. Wei (2012) use the following method to 

present least squares estimator. For  j  , using the Taylor method, we have： 

      0 0 0 , 1,...,j j ju u u u u j q                                           (5) 

where     /j ju u u     , then we can minimize (6) to derive      0 0,j ju u   

         
2

0 0 0 0

1 1

qn

i i j j i ij h i

i j

Y X u u U u Z K U u  
 

 
      

 
                       (6) 

where K denotes the kernel function, h denotes a bandwidth, and    / /hK K h h   , then by (6) we 

obtain 

           
0 0 0 0 0

1

1 0 0 1 0 0
ˆ ˆ ˆ ˆ,..., , ,...,q q u u u u uu u u u D W D D W Y X    

            (7) 

where 

 

 
0

1 1 0 11

0

  

,

  

u

n n n n

Z U u ZX

X D

X Z U u Z

   
  

    
       

 

      
01 1 0 0,..., , ,...,n u h h nY Y Y W diag K U u K U u     

    Substituting      0 0,j ju u   in (3), we may obtain a linear regression model 

 ˆ ˆ
i i i i iY Y X X  


                                                (8) 

where 1 1
ˆ ˆ ˆ ˆ ˆ ˆ,..., , ,...,n nY Y Y SY X X X SX

       
   

, and 

  

  

1 1 1 1 1

1

1

1

 0

                  

 0
n n n n n

u u u u u

n u u u u u

Z D W D D W

S

Z D W D D W





   
 
 
 
   
 

 

By the ordinary least squares estimator method we have  

     
1

arg minn Y V Y V V V V Y  
        

                                (9) 
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where    1 1
ˆ ˆ ˆ ˆ ˆ, , ,..., , ,...,n nY Y Y V V V V V V SV V V V

        .  

However, there exists measurement error, 
iX cannot be exactly observed. If one ignores the 

measurement error and replaces
iX  by 

iV  in (9), one can see that there resulting estimator is 

inconsistent. By the correction for attenuation technique, the modified profile least squares estimator 

of   was denoted by 

     1F Y V Y V n                                           (11) 

Then solve (11), we can obtain that modified profile least squares estimator of   

 
1ˆ

n V V n V Y


                                                      (12) 

The asymptotic normality of the estimator (12) has been studied by You and Chen (2006). 

2.2 Mixed Profile least squares estimator 

In this subsection, we construct the mixed profile least squares estimator.  

You and Chen [6] present a modified profile least squares estimator, however stochastic linear 

restrictions (2) were not satisfied. In order to deal with this problem, we construct a function 

          1

2F Y V Y V n b A b A                          (13) 

By differentiating  2F   with respect to  , we obtain the following equations: 

 
 2 12 2 2 2 0

F
V Y n V V A b A


  






          


                (14) 

Solving (14), we obtain  

   
1

1 1ˆ ' 'r V V n A A V Y A b


                                   (15) 

By Rao et al. (2008), this estimator can also be written as 

     
1

1 1ˆ ˆ ˆ
r n nV V n A A V V n A A b   


            

  
            (16) 

Then we can get the estimator of  Z U . 

By (16), if 0 , then (16) becomes 

     
1

1 1ˆ ˆ ˆ
r n nV V n A A V V n A A b   


           

  
 

Wei (2012) has presented this paper, we can see that our estimator contains Wei's work.  

3. Conclusions 

In this paper, we consider the parameter estimator in Partially linear Varying-coefficient 
Errors-in-Variable model with stochastic linear restrictions. We present a mixed profile least squares 

estimator. However we did not discuss the properties of the new estimator, in future study we will 
study the asymptotic normality of the new estimator. 
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