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Abstract 

The continuous development of positioning technology makes the information 

recommendation based on LBSN become more meaningful. By combining the characteristics 

of small world network and LBSN, the DBSCAN density clustering algorithm and vector space 

model are used to calculate the users’ similarity based on geographical location. Put forward 

group mining algorithm by using K-means method and DBSCAN algorithm. Finally, analyzes 

the real points of interest data obtained from the API of Sina microblogging and gives 

suggestions on how to achieve accurate information delivery, improve users’ experience and 

create economic value. 
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1. Introduction 

The emergence of large data age has promoted the development of location social network (LBSN), 

which not only has the characteristics of social networks in the past, but also contains a lot of location 

information and interest information [1].  

In the social network platform, users can share the experience through the comments and can also add 
friends or become a fan of others to establish contact, these two characteristics are the basis of LBSN 

[2].The information of users, in the LBSN, check or comment not only recorded the user's behavior 

and hobbies, but also to provide the researchers an opportunity to study their behavior [3]. Foreign 

researchers have integrated large LBSN data sets into different social networks (using snowball 

sampling) time or spatial granularity to test the statistical model, noting that LBSN data is well suited 

to research issues and perspectives on social or spatial phenomena [4]. With the rapid development of 

LBSN, POI recommendation also provides an excellent opportunity for LBS [5]. A point of interest 
recommendation is a personalized recommendation based on contextual information which is an 

important way to help people find interesting places [6]. However, in real life, the user in the LBSN is 

often sign in a small part of the interest points, which led to the user sign the scene information and 

historical data is extremely sparse [7], and greatly increased the difficulty of the recommended. 

Make a data mining of the user community on the small and medium-sized network of LBSN on the 
basis of the similarity research between the user groups in the geographical position and the 

characteristics of the small world network and LBSN. Then use the small-world network model to 

classify the users. Finally analyzing the real point of interest data from the Sina micro blogging 

mobile phone, founding the characteristics of micro blogging community based on LBSN and giving 

advises in several ways, such as how to achieve accurate information delivery, improve the user 

experience and create economic value. 
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2. User population similarity calculation based on geographic location feature in 
LBSN 

2.1 Geographical location analysis 

Geographical location characteristic is the characteristic of the geographical location, including the 

specific latitude and longitude information of the location which mainly refers to the relevant 

information of its land and sea position, hemisphere position, latitude and longitude range in 

geography [8]. Here, the geographic location feature mainly refers to the latitude and longitude 

information of the location, the type of the point of interest, the city name, the address, the name of 

the place, the number of the user signs, the number of uploaded photos and so on. Compared with the 
specific features of the landform, cultural information is more valuable in the data mining and can 

reflect the user's preferences and interests better. Therefore, the location and geographical features are 

defined as the latitude and longitude information, POI, address, the number of photos uploaded and 

other relevant cultural information of the specific location.  

2.2 User population similarity calculation model based on geographic location feature 
2.2.1. Hierarchical clustering based on POI 

In LBSN, geo-location features include POIs. Generally speaking, the attributes of POI can be 
expressed as POI = {ID, Name, longitude and latitude} [9]. This access record can be represented by 

a quaternion Register = {User ID, POI, Time, Rate} when the user arrives at a location, signs in the 

social network and records the access record [10]. 

Because there are much different POIs around a certain geographical location. Therefore, DBSCAN 

method was chose to do density-based clustering of adjacent POI. DBSCAN is a classic 
density-based clustering algorithm that can effectively identify noise points. And it can also identify 

and filter POI that are accessed only by very few users or those places with very few user access 

frequencies [11]. 

The specific flow of the DBSCAN algorithm is as follows: 

Input: POI set 1 2{ , ,..., }nP p p p , neighborhood radius E, density threshold MinPts; 

Output: All SOI sets 1 2{ , ,..., }nS S S S of density reachable conditions after clustering 

(1)To detect the object p  in the test set, if it is in the state of unvisited  (not classified as a cluster or 

marked as a noise point), checking whether its neighborhood is greater than MinPts . If not satisfied, 
to create a new cluster S and all of them add to the candidate collection T. 

(2) All p T  in the state of unvisited , checking its neighborhood, if the number of objects is greater 

than or equal to MinPts , then these objects will be added to T, if p didn’t classified into any cluster 
(SOI), it will be brought into T. 

(3) Repeat step (2) to continue checking the unprocessed object until the set T is empty. 

(4) Repeat steps (1) - (3) until all points are listed in the cluster (SOI) or are marked as noise. 

So, define SOI (Set of Interest) as a set of POIs clustered by DBSCAN algorithm. It should be noted 
that the DBSCAN algorithm needs to preset two parameters: the neighborhood E and the number of 

points that can be included in neighborhood MinPts . In general, the closer the location where the 
users arrive is, the more similar the mode of action is.  

2.2.2. Similarity calculation method and model construction based on geographic location 
feature in LBSN 

Combining the content mentioned above, the user's trajectory shows the user's moving habit of 

geographical location in the real world. So we stipulate that: (1) the closer the location of the user's 
visit is, the more similar the action trail is. (2) The more users access the similar geographical location, 

the higher the user's similarity is. 
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On the basis of above rules, calculating the user similarity by combined with the vector space model. 

By cluster analysis, the SOI of each user's check-in position is classified as a vector  1 2, ,..., nA a a a  

and the number of times the user visits the same SOI is ia  . The more the user visits the same SOI, the 

higher similarity the users' action is.  And the SOI of the user visited constitute a user access location 

matrix m nV  . 
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The number of users is m, the number of SOI in neighborhood E is n, the number of the ith  user visits 

the jth SOI is ijv  and the number of layers by dividing clustering hierarchies is l . 

The vector at the n-dimensional space position is used to represent the user's position and the 
similarity between the users is represented by the value of cos  between the vectors. Assuming that 

the user A  and user B  are represented by vector A  and B  in n-dimensional space, the similarity 

calculation method between user A  and user B  is: 

( , ) cos( , )
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The POI is clustered in each neighborhood E, the similarity in different neighborhoods and the 

similarity of the user population are calculated. Among them, the user similarity of the cross-level 

clustering can be expressed as:
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, F is the total number of levels, iSim  

is the user similarity on the ith  layer, i  is similarity weight of the ith layer, the closer the SOI of 

users in the higher level is, the greater the weight will be. 

2.2.2. User similarity calculation step 

Calculating the similarity of user's geographical location mainly consists of the following steps: 

Step 1: determining the two parameters of the DBSCAN  algorithm: the neighborhood E and the 

density threshold Minpts , according to the geographical characteristics of the POI . 

Step 2: cluster the POI  multiple many times with different neighborhood parameters E  (scanning 

radius) and Minpts  (density threshold); 

Step 3: build the user's position matrix by combining the status of SOI that users accessed on each 
layer. 

Step 4: Calculate the similarity of the user on each layer; 

Step 5: According to the different weights of each layer, the overall similarity between users is 
calculated by the similarity of the users at each level. 

3. Community groups mining of users’ interested collection in small world 
network in LBSN 

3.1 Definition of user community in small community network  

Small world network model as a the promotion of the six-degree separation theory, its effect can be 

summarized by the theory of Six degree segmentation, refers to an arbitrary information can be 

transmitted to another stranger through information transfer between 6 acquaintances [12]. The 
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characteristics of the small world network can be summarized as the length of the average path in the 

network is very short and the network clustering factor is quite high. 

Based on the characteristics of the small-world network and the community structure, we define the 
user community in small-world network as users who are in different networks with the very small 

average network path and high clustering factor. Such user community has the characteristics of the 

community structure and the small world network. 

3.2 Introduction of the method to discover user community group in small world network 

What called founding community in small world network is the process of dividing the small world 

network into usable and meaningful societies. It’s essentially a clustering problem, a typical and 

common unsupervised learning method in machine learning. Therefore, choose the most classical 

clustering algorithm- K-means which based on partitioning method.  

The main content of the K-means method is to select K points as the initial barycenters and assign 
each point to the barycenter closest to them, then form K clusters and recalculate the barycenter of 

each cluster. The points other than the initial barycenters are assigned to these new centroidings and 

continuous iteration update until the cluster does not change or the algorithm reaches the maximum 

number of iterations, and then stop the algorithm.  

The spatial complexity of the algorithm is   O m k n ; the time complexity is  O tKmn , where K 

is the number of initial centroids, m is the number of records, n is the dimension, t is the number of 
iterations [14]. 

3.3  Community mining algorithm based on LBSN small and medium-sizednetwork users' 
interest set 

In LBSN, the user's check-in information, which is a very important part of the geographical location, 

can be reflected by the user's latitude and longitude coordinates. According to the different data types, 

choosing the appropriate clustering algorithm is the basis of the reliable results. In the construction of 

the community mining model, the K-means method and the DBSCAN algorithm are feasible and 

each has its advantage. Therefore, we choose the K-means method and refers to some ideas in the 

DBSCAN algorithm.  

Specific flow diagram is shown in Figure 1. 
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Fig. 1 Algorithm flow diagram 

4. An Empirical Analysis of Community Group Mining Based on LBSN 

4.1 Data sources 

The data set is the database of the Shanghai Sina micro blogging POI data that downloaded from the 

database of CSDN Forum. The members of the Forum crawled data from the public API of Sina 

micro blogging, the total number of data entries is 284118. The data table includes POI name, POI 

address, POI type, POI longitude and latitude, check number, number of taking photoes, the number 

of comments and other major information of interest point. There is difference between the datas. 

Because the number of data and the type of POI are large, it’s more difficult to see the potential 

information from the data, in line with the conditions of data mining and the subject of research. So it 

can be used as experimental data. 

In the data cleaning, firstly screen out a large number of interest points whose check-in value is 0. 

Secondly, because the classification of POI in the original data is more close (more than 200 

categories). So do classification once again, then these subcategories will be classified into 14 

categories which can improve the reliability of the data.  

4.2 Experimental results 

The processed data set is imported into the SPSS program for K-means analysis. Since the POI type is 

divided into 14 classes during the initial processing of the data, the K value is set to 14 here and the 

number of iterations is set to the maximum value of 999. The results are shown in Figure 2 below: 
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Fig. 2. The first experimental results 

In the first experiment, the number of iterations was 110. Observing the final cluster center and the 
number of POI included after clustering, it can be found that POIs are clearly clustered in the second 

cluster. In addition, the four clusters of 1, 7, 9 and 14 has more POI aggregation than the other 10 

clusters which included small number of POIs. So we turn the value of K from 14 to 5 for the second 

control experiment. 

In the second experiment, the K-means algorithm has 19 iterations, and the initial clustering center, 
the final clustering center and the number of POIs included in each class is shown in Fig.3. 

1 2 3 4 5
sign-in 39106 34936 107816 1 184263

take photos 14546 13591 43412 4 103560
comment 4428 34461 15486 1 110240

Initial Cluster centers
cluster

 

1 2 3 4 5
sign-in 7286 34540 107816 102 184263

take photos 3174 14952 43412 40 103560
comment 3792 19835 15483 51 110240

Final Cluster centers
Cluster

 

Fig. 3. The second experiment results 
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According to the results of the two experiments, it can be founded that some of the fewer POIs with 

fewer check-in occupy the majority of signings, such as the number of POIs in the second cluster is 

99551, the average number of check-in, the number of taking photographs, the number of comments 

respectively were 41, 15, 19. The characteristics of these POIs are visited by a large number of 
visitors and the number of checkpoints and the number of evaluations was larger than others, but the 

users will not to visit the same place many times. 

Because the K-means algorithm is very sensitive to the outliers, these maxima have some effect on 

the algorithm after the initial data processing. But because these maxima are very few, these POIs can 

be classified by simple filtering. It is worthy noting that after removing the second cluster and the 
maximum value, there are still four types of clusters containing more POIs. The number of POIs in 

these clusters is taken as follows: 

 

Fig. 4 Class 4 contains more clusters of elements 

Then, a brief analysis of the four clusters of 1,7, 9,14 is made in order of the number of POI. 

The cluster with a large number of POIs is 14, which contains 5,864 POIs and the number of check-in, 
take photos and comment are 750/300/371. By observing the number of check data in dataset were 

247 between 730-770 (± 4%) and can found that these types of POI does not include tourist 

attractions and government agencies, which include the main types of POI are residential buildings 

(29.96%), catering (20.65%), others (19.84%) and transport services (12.14%). Combined with 

clustering results and data analysis can get the community's general characteristics. The community 

not only innclude some crowded community and dining venues, but also contains some 

personnel-intensive transport hub and other miscellaneous. This community is characterized by more 

intensive staff. Because the data is obtained from the public API of Sina Weibo, so we can also infer 
that there are many microblogging active users in this community, that is the Post-80s and the 

Post-90s. 

The second largest POI cluster is No. 9, which contains a total of 1123 POIs and the sample range of 

checkin data is [2259, 2497], 127 in total. It does not contain the type of government agency POI, 
which includes the main POI type: food and beverage (16.54%), others (14.96%), transportation 

services (11.81%), residential buildings (11.02%), life entertainment (10.24%), convenience 

facilities (10.24%), culture and education (9.45%), accounting for 84.26% of the total. If consider the 

main types of shopping services (6.30%) that are not included, these seven POIs account for 90% of 

the total. Compared with No. 14, there are fewer residential areas in No. 9, the number of sign, upload 

photos and reviews are larger and the unit residential area can get more services. The higher number 

of signings indicates that the area has a large flow of people and the lower proportion of the 

occupations indicates that the population in the region is large but the number of households is not so 

much. It can confirm this speculation to some extent. 

The third group of POI cluster is No. 1, which does not include public facilities, government agencies 
and fitness sites. The number of check-in times range is [5385, 5832], a total of 49 datas. The main 

POI types are: entertainment (30.61%), culture and education (16.33%), shopping service (16.33%), 

food (18.37%), four total 81.64%, of which convenience facilities, residential buildings are only 2 

(4.08%). It can be seen that the characteristics of this community are very different with No. 14. The 

main features of this community are that the residential buildings and the corresponding supporting 

convenience facilities are few, but food and beverage, shopping services, life and entertainment, 
culture and education are intensive. So it can be speculated that the community is mainly located in 

the main shopping and catering (similar to the Nanjing Road Pedestrian Street) or student-intensive 

campus street along the street shops (similar to Song Jiang University City). At the same time, there 

are many active microblogging users in this region who are willing to sign in, so it can be inferred that 

this area is famous shopping / dining / entertainment / education block in Shanghai. 



International Journal of Science Vol.4 No.11 2017                                                             ISSN: 1813-4890 

 

161 

 

The last number is NO.7. Because the included POI is less than the other three clusters, both the ratio 

of the initial cluster center and the ratio of the final cluster center is much larger than the other three 

clusters. So the range of the data is adjusted to ensure that sample data extracted to meet the demand. 

The numerical range is (9104, 11122), a total of 46 which not include two types POI of commercial 
land and government agencies, the main POI types were: shopping service (23.91%), food and 

beverage (14.29%). The main types of POI are medical related (10.87%), life entertainment (8.70%), 

culture and education (8.70%), public facilities (8.70%) and the remaining POI types (6.52%). It can 

be seen that the NO.7 is similar NO.1, but NO.7 consists of shopping service primarily and catering 

secondly. There are more POIs that is related to medical. Compared with the previous analysis of the 

NO.1 and NO.14, although the NO.7 listed the six main types, but the total percentage is only 75.11%. 

The percentage of shopping service is more than others and the distribution of other types are closer. 

And combined with the information that residential buildings are few, you can see the elements of the 

community is very rich. 

5. Conclusion 

By combining the characteristics of small world network and LBSN, put forward the group mining 

algorithm to understand the user's demand while calculating the similarity degree of users based on 

the geographic location. To achieve the goals of interested information putted, user experience 

improved and economic values increased. In the accurate information delivery, through the data 

mining process to understand the daily habits of users and know the frequency of user activities in 

different places. The community related information can be putted through the relationship between 

community and geographic position and can also be putted through intensive degree of combined 

with the intensive drill of the user, interested points in the geographical location which can effectively 

achieve the goal. As for improving user experience, link the check in behavior with other behavior to 

guide the user to sign in which will make the data be more fully and improved the user experience. In 
the creation of economic value, through the analysis of information in the LBSN to understand the 

user's interest in different POI and to make reasonable information recommended to obtain economic 

benefits. 
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