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Abstract 

A fast and table recognition algorithm combining gesture trajectory and gesture types was 

proposed for the lack of robustness and real-time ability of dynamic gesture recognition in the 

complex environment. Gesture region was obtained using Kinect sensor in experiment space 

and accurate gesture region was obtained by a method of variable parameter quickly. Gesture 

3D trajectory extraction and recognition was based on the depth data stream. Real-time 

gesture types recognition based on kernel density estimation sequence of fingertip angle set 

template matching algorithm was implemented. Experiments demonstrate that the method of 

gesture segmentation is fast and accurate. Robustness and real-time ability of gesture 

trajectory recognition and type recognition is better. 
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1. Introduction 

Gesture interaction based on machine vision is one of the key technology of intelligent 

human-computer interaction[1-4]. With the development of computer technology, the application of 

real-time dynamic gesture recognition in the complex environment is wide[2,5-7]. In the dynamic 

gesture recognition, three problems need to be solved[2,6,8,9]: gesture segmentation, gesture feature 

extraction and gesture recognition. In the thesis, the variable parameter algorithm can be used to split 

the accurate gesture, which lays the foundation for the gesture feature extraction and recognition. The 

real-time template matching algorithm in gesture recognition has good robustness. 

Different gesture types are represented by the combination of different fingers and the finger is the 

key to gesture[2,6,10]. In reference [1], the concept of FEMD is introduced by extracting the relative 

distance curve feature of gesture edge and palm and gesture type is effectively judged by template 

matching. In reference [5], gesture type is analyzed by Kalman filter tracking gesture trajectory and 

"U" curve. But not each gesture has smooth "U" shape, which limites the number of gesture types, the 
division requirement is too high. In reference [9], gesture edge gradient decomposition feature is 

calculated and the recognition effect is well. Reference [1,9] require precise gesture segmentation and 

the marker-less segmentation method requires too much. Reference [10,11] use the radius-based 

convex hull decomposition[12] algorithm to judge gesture types well with the template matching after 

much calculation of the shape concave degree[12] and complex gesture skeleton extraction algorithm. 

In addition, reference [1,9,10,11] has high computational complexity and real-time recognition is 

poor. Therefore, dynamic gesture recognition method based on kernel density estimation of fingertip 

angle set is proposed and the validity of the method is proved. 

2. Accurate gesture segmentation 

Reference [1,2,6,9,10,11] use Kinect to obtain RGB image, depth shaded image and gesture binary 

image, as shown in Fig. 1. 
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  (a) RGB image  (b) Depth shaded image  (c) Gesture binary image 

Fig. 1 Three gesture images 

As shown in Fig. 1 (c), the gesture segmentation based on the depth information is not accurate with 
wrist and the variable parameter algorithm can be used to split the accurate gesture. As shown in Fig. 

2. 
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Fig. 2 Accurate gesture segmentation 

3. Gesture feature extraction 

3.1 Gesture 3D trajectory stream extraction 

Dynamic gesture 3D trajectory stream extraction is the real-time response of a fixed point 

coordinates[2], the target gesture center of gravity coordinates and the average gray value flow are 

selected as the 3D trajectory coordinate stream. Experimental space coordinate system is shown in 

Fig. 3, gesture trajectory point coordinates is shown in formula (1). 
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Fig. 3 Experimental space coordinate system 
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In the case of sudden fluctuation in gesture trajectory in Fig. 4 (a), the point mg  will cause the 

inaccuration of trajectory. Therefore, the ball radius critical limit method for processing is proposed. 

As shown in Fig. 4 (b), the distance of point mg  and point 1mg   exceeds the critical radius 
r

 of the 

ball. The intersection mg  of the space line 
1m m

g g  and the current spherical surface (the point 1mg   

is the ball center and 
r
 is the ball radius) is the output for the next gesture trajectory point. Point mg  

space coordinates calculation is formula (2), 
1m m

g g  is the distance between the two points. 
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(a) Abnormal gesture trajectory      (b) Processing of gesture trajectory ball radius critical limit method 

Fig. 4 Abnormal processing of gesture 3D trajectory 

3.2 Sequence extraction of kernel density estimation of fingertip angle set 

3.2.1 Fingertip angle set 

According to the usual gesture type, as shown in Fig. 5, 1l  represents the line of arm, 2l  represents the 

dividing line of wrist and palm, 1 2l l , a unit vector e is existing always, at the time, the vector e is 

defined as the cutting vector of the wrist. 
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Fig. 5 Definition of wrist cutting vector   Fig. 6 Definition of fingertip angle set 

Fig. 6 is the gesture model without wrist, e is the wrist cutting vector, point O is palm center point 

when distance shaded image maximum shaded value is got in the gesture image distance 

transformation, 2R  is the radius of gesture circumcircle with circle center O. 

21 RR  ,   
1 2

.                                                             (3) 

In the formula (3), Choice of 
1
 and 

2
 needs to meet that all finger parts of any gesture are not 

connected. Vector 
iM  

represents vector of each pixel where point O to the fingertip. 
iM  is the fingertip 

vector. 

Define the fingertip angle set S as: 
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1N  is the number of pixels in the fingertip area, S is called as the fingertips angle set. 

3.2.2 Kernel density estimation 

Kernel density estimation[13,14] is used to estimate the unknown density function and it is one of the 

nonparametric test methods. It is proposed by Rosenblatt and Emanuel Parzen and it is called as the 

Parzen window. 

For data Nxxx ,...,, 21 , the kernel density estimate is in the following form. 
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In the formula (5), )(K  is the kernel function and it satisfies 
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bandwidth. The choice of kernel function and the bandwidth determines the degree of the effect of the 

estimation. The choice of kernel function depends on the difference in the contribution of each 

sample point being assigned to the density according to the distance. Common kernel function is 

uniform kernel, Gaussian kernel, cosine kernel, exponential kernel and so on. In general, h  has a 
great influence on the smoothness of the density estimation distribution. It is important to choose the 

suitable h . 

3.2.3 Sequence of kernel density estimation of fingertip angle set 

Accurate wrist cutting vector e in gesture segmentation is not easy to be obtained, so the unit vector e     

is got as in Fig. 5, which may result in i  horizontal drift on the angle axis, making it difficult to the 

subsequent correlation. Therefore, S in the angle ],[ maxmin   is interval normalized to ]1,0[ . As shown 

in formula (6). 
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In the formula (6), angleN  represents the number of element of a fingertip angle set sample. It is equal 

to the 1N  in formula (4). In view of the nature of fingertip angle set, the Gaussian kernel is chosen as 

the kernel function. 

2

2

2

1
)(

u

euK





.                                                           (7) 

The kernel density estimation is deduced as the following formula (8). 
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Then, the kernel density estimation curve )(ˆ f  of the fingertip angle set of the sample gesture is 

obtained, which is similar to the relative distance curve between gesture edge and palm center in 

reference [1]. The characteristic curve in reference [1] is not smooth enough and the correlation 

matching method is not easy to be used. The minimal FEMD (H, Tc) algorithm with high complexity 

is used for template matching. 

To further reduce the matching complexity, sequence )(ˆ  f  of kernel density estimation of fingertip 

angle set is obtained by uniform sampling. 
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In formula (9), samN  is the number of uniform sampling. 

For the different gesture types of the same topological structure[10,11], the FAC-KDES feature is 
significantly different due to the difference of the proportion between the fingertip distance and each 

fingertip. The sampling of the number of fixed points on the corresponding normalized interval ]1,0[  

of interval ],[ maxmin   also enlarges the detail differences of the FAC-KDES feature. Moreover, the 
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FAC-KDES feature fully satisfies gesture scaling and rotation invariance and it is robust to similar 

skeletal gesture types[1]. 

4. Dynamic gesture recognition 

The dynamic gesture recognition method framework is shown in Fig. 7. 
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Fig. 7 Dynamic gesture recognition method framework 

4.1 Dynamic target area extraction 

In gesture type recognition, gesture shape feature is the key. In order to reduce the computation, the 

square-shaped gesture sub-block with center ),( tt yx  and side length tr2  is intercepted in the 

binary image corresponding to the matrix D. As shown in Fig. 8, 
tr  represents the radius of gesture 

circumscribed circle and   is a small positive odd number. Define 
)2()2(   tt rrE  as the binary matrix 

corresponding to the sub-block region. The conversion method of D to E is shown in formula (10),  

R  represents the subscripts set of gesture sub-block region in D. 
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Fig. 8 Gesture target interception 

4.2 Dynamic gesture 3D trajectory recognition 

The trajectory recognition includes coordinate stream mode and direction mode. The coordinate flow 

mode directly reads 3D trajectory coordinate flow and direction mode converts the coordinate stream 

into 10 direction information in Fig. 4. 

In direction mode, T  is the time period of direction information output and the tT /  secondary 
direction information is determined. The displacement vector is shown below. 

tnNTtnNTtnNT   ppp )1( ),,( tnNTtnNTtnNT zyx   , 

1/,...,2,1,0,...;3,2,1,0  tTnN .                                          (11) 

Define ),( tnNTtnNTtnNT yx  m , tnNT   is the angle of the same direction to tnNT m  after x  

counterclockwise rotation, )2,0[   tnNT . 

  is divided into eight intervals )
8

15
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[),...,

8

3
,

8
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15
[ 


   ( 821 ,...,, UUU ) and the 

direction is judged as "right", "top right", ..., "lower right". In the time tnNT   to tnNT  )1( , 

the direction decision process is shown in Fig. 9, static  is the static threshold, 
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forwbackwstatic NNNNNN ,,,...,, 821
 is the direction counting in T . At the end of the cycle T , define the 

direction of },,,...,,max{ 821 forwbackwstatic NNNNNN  as the output direction. 
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Fig. 9 Direction determination process in t  

4.3 4.3 Gesture types template matching 

The template matching method is used to identify gesture types by comparing the FAC-KDES 

average cross-correlation coefficient between the input gesture and the template library sample[15]. 

Average correlation coefficient is shown below. 
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In the formula (12), N  is the number of gesture types, n  is the number of each gesture type template, 

T is the template gesture. 
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The gesture types discrimination pseudo code is as follows: 

1 2
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{

max( ( , ), ( , ),..., ( , ));

"Gesture ";

}
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mat  is the matching threshold, )1,1(mat , 
outputH  represents the output gesture types. 

The method can distinguish 315

5

4

5

3

5

2

5

1

5  CCCCC  gesture types. Moreover, 3101031   

dynamic gesture types are distinguished in the combination of the 10 kinds of direction information in 

direction mode. 
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5. Comparison and analysis of dynamic gesture recognition experiment 

5.1 Gesture type recognition analysis 

For the target gesture in Fig. 8, the gesture sub-block is obtained from formula (10) with 1612 tr . 

Find the palm point by the obtained distance shaded image from the distance transformation. The 

fingertip part is obtained with 
3

2
  in formula (3), as shown in Fig. 10. 

                   
  (a) Gesture sub-block  (b) Distance shaded image  (c) Fingertip part 

Fig. 10 Fingertip area extraction processing 

Fingertip samples in Fig. 10 (c) take different bandwidth h  and the number of sampling points 

500samN . The obtained FAC-KDES is in Fig. 11. With the increase of bandwidth h , )(ˆ ku  is more 

smooth, the difference of different gesture types feature is smaller. It losts the meaning of gesture 

feature when 2.0h . In addition, each five sample 521 ,...,, ccc HHH  in the six general gesture types in 

Fig. 12 are selected. The hkukuku
ccc HHH ))(ˆ),...,(ˆ),(ˆ(

521
  image is shown in Fig. 13. h  being 

selected too large or too small is not conducive to the matching of internal gesture. In general, in order 

to minimize the difference of the internal gesture and maximize the difference of external gesture, 

1.0h  is the best value for )(ˆ ku . 

h=0.1h=0.05 h=0.15 h=0.2  
Fig. 11 FAC-KDES change with the change of h  in the same sample 

1 2

4

3

5 6  

Fig. 12 Six general gesture types   Fig. 13 Six general gesture sample   change with the change of h  
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1 2 3

4 5 6  
Fig. 14 FAC-KDES of six general gesture 

 
Table 1.Gesture template matching result 

inputH  

  

cT  

Library 1 Library 2 Library 3 Library 4 Library 5 Library 6 

1 0.8703 0.7752 0.2797 -0.0294 -0.2489 -0.7972 

2 0.6808 0.9601 -0.1015 -0.3711 -0.5308 -0.6458 

3 0.4532 0.0665 0.9043 0.0351 -0.0462 -0.2136 

4 0.0817 -0.3321 0.2522 0.8886 0.5643 -0.0558 

5 -0.1888 -0.4214 0.1379 0.4303 0.8219 0.2386 

6 -0.8825 -0.6918 -0.1071 -0.1863 0.2592 0.9397 

Fist (Undefined) -0.1849 -0.1023 0.1588 0.0997 0.0156 0.2058 

 

Table 2.Comparison of dynamic gesture direction recognition rate  
Method Right R-top Top L-top Left L-down Down R-down Forward Backward Average 

Method 

[6] 
0.938 0.865 0.914 0.884 0.944 0.937 0.924 0.905 no no 0.912 

Our 
method 

0.950 0.890 0.960 0.870 0.960 0.900 0.970 0.910 0.970 0.980 0.9360 

 

Table 3.Comparison of gesture types recognition rate in different methods  

Method 1 2 3 4 5 6 Average 

Thresholding Decomposition+FEMD 
in[3] 

0.87 0.85 0.90 0.91 0.90 0.92 0.8917 

Near-convex Decomposition+FEMD 
in[3] 

0.95 0.96 0.93 0.92 0.95 0.93 0.9400 

Method [6] 0.92 0.90 0.90 0.91 0.93 0.90 0.9100 

Our method 0.89 0.90 0.95 0.95 0.94 0.98 0.9350 

For the six general gesture in Fig. 12, define 5n  in the formula (12) and the corresponding 
FAC-KDES is shown in Fig. 14. Identified gesture samples and sampling fist gesture are input system 

and the correlation test data is shown in Table 1. According to the method, inputH  is positively 

correlated with the corresponding template. The closer the value of ),( cinput TH  is to 1, the more 

likely that these two samples are the same gesture type and the closer the value is to -1, the less likely 

that these two samples are the same gesture type. Combing with the data in Table 1, generally the 



International Journal of Science Vol.4 No.4 2017                                                             ISSN: 1813-4890 

 

76 

 

matching threshold 75.0mat , which can be a good way to identify gesture type and distinguish 

unsampling gesture type. 

5.2 Dynamic gesture recognition and comparison 

In gesture trajectory recognition direction mode, the determination period sT 1 , the determination 

times 5/ tT  in the period and the static threshold 10static . Repeat the test in 10 directions for 

100 times. The results comparison between the experiment results and direction recognition results in 

reference [10] is shown in Table 2. In reference [10], eight static gesture recognition results are used 

to represent eight directions information in the plane. In the thesis, dynamic gesture direction is used 

to describe the 10 directions in the space and the interaction is more convenient and intuitive without 

complex static gesture recognition calculation. The method in "up", "down", "left" and "right" 

directions is obviously superior to reference [10] and the method has also "forward" and "backward" 

directions with high recognition rate， which increases the average recognition rate.  

In the same conditions, 8-bit binary gesture image samples with 600 161 * 161 pixel (100 gesture 

from each types in Fig. 12) are counted with the recognition rate and time in reference [1], reference 

[10] and the method. The results are shown in Table 3 and Table 4. It can be seen from Table 3 that 

the method has no obvious advantages to similar gesture (such as gesture 1 and gesture 2) and the 

recognition rate of other gesture is higher than reference [10]. The average recognition rate is higher 
than the two methods except for the decomposition of the convex hull in reference [1] and the 

robustness is better. In addition, it can be seen from Table 4 that the gesture type recognition 

algorithm takes 9.6%, 2.0% and 52.0% of the other three methods.  

Table 4.Time-consuming comparison of gesture type recognition in different methods  

Method Total time Average time 

Thresholding Decomposition+FEMD in[3] 542.04s 0.9034s 

Near-convex Decomposition+FEMD in[3] 2611.70s 4.3529s 

Method [6] 100.14s 0.1669s 

Our method 52.06s 0.0867s 

Take the six gesture types in Fig. 12 and combine the six directions in the direction mode to identify 
dynamic gesture for 100 times. The recognition accuracy is shown in Table 5. It can be seen from the 

table that the average recognition rate of dynamic gesture recognition is 91.67%, which satisfies the 

robustness of dynamic gesture recognition. 

Table 5. Accuracy of six dynamic gesture recognition  

 Right-1 Top-2 Left-3 Down-4 Forward-5 Backward-6 Average 

Accuracy 0.88 0.89 0.92 0.94 0.93 0.94 0.9167 

6. Conclusion 

In the thesis, the robustness of dynamic gesture recognition is improved by combining gesture 3D 

trajectory and gesture type. Accurate gesture segmentation method is based on the variable parameter. 

In Kinect scene, the 3D trajectory is extracted and recognized based on depth data and any gesture 

shapes can be recognized based on FAC-KDES feature extraction. The experiment results show that 

the calculation is reduced obviously for dynamic gesture recognition. Dynamic gesture recognition in 

the thesis has theoretical and practical significance for real-time human-computer interaction. 
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