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Abstract 

Skeleton sequences are useful for action recognition since they provide informative clues. 

However, the inherent drawbacks such as being sensitive to occlusion and the variety among 

the same actions performed by distinct subjects, which limits the application of skeleton-based 

method. In this paper, we propose a new framework by fusing spatial feature and temporal 

difference. In spatial feature extraction, we divide the joint configuration according human 

physical structure from center to the extremities and extract four independent features from 

three projective maps insteading of the traditional one whole feature. Multi-layer extreme 

learning machine with the objective to improve the classification accuracy is used as classifer. 

We evaluate our method on two public datasets of MSRAction3D and UTD-MHAD. As a result, 

the proposed scheme outperforms some existing methods. Especially, it can effectively suppress 

the influence of occlusion. 
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1. Introduction 

Action recognition has raised considerable research interest during the last two decades. It can 

facilitate a variety of applications including intelligent surveillance, human-computer interaction, 

video games and sign language analysis [1-5]. However, how to accurately recognize different actions 

is still a challenging task. For many years, action recognition has involved using video sequences 

captured by color cameras. The inherent limitation of this sensing device such as variations of actiors 
in appearance, illumination changes, complex backgrounds, occlusion and perspective of camera 

views seriously influences the recognition accuracy and practical application [6-9]. As an alternative 

to RGB cameras, depth sensors have been popularized in recent severl years by the low-cost and 

providing abundant information for learning and recognizing. An example of the depth sensor is 

Microsoft Kinect, which allows capturing RGB sequence and depth sequence. Moreover, skeletion 

joints can be generated from depth maps in real-time. Skeleton joints are a high discriminant 

representation that allows efficient extraction of informative clues for action classification. This 

advance promotes the development of a range of skeleton-based action recognition approaches [10].  

Roughly, the existing skeleton-based approaches may be divided into two categories: joint-based 
approaches and body part-based approaches [11]. Joint-based approaches consider the human 

skeleton simply as a set of points. 3D points positions are often used as features; either the x, y, z 

coordinates are used directly without any post processing [12], or they are normalized to be invariant 

to orientation and scale [13,14]. On the other hand, body part-based approaches consider the human 

skeleton as a connected set of rigid segments (body parts). These approaches either model the 

temporal evolution of individual body parts or focus on (directly) connected pairs of body parts and 
model the temporal evolution of joint angles [11,15]. 

In summary, although skeleton-based methods have been popular, they cannot perform reliably in 

practical applications where exist large intra-class variations, such as the action-speed difference, 

occlusion or variations in the same action performed by different subjects. An action recognition 

scheme should be independent of the identity of the subjects of different actions and the speed or 
habits of the performance. Moreover, the approach should be able to support a large number of actions 
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with high classification accuracy and especially with fast classification performance for being used 

online. 

In this paper, we use skeleton-based approach for human action recognition. Our idea is to extract 
simple yet efficient spatial features and temporal features by using the relationship of body skeletal 

joints so as to addressing theses issues such as occlusion and action- speed difference. Specially, 

extreme learning machine(ELM) based approach is applied for the classification, which provides very 

high recognition accuracy. Moreover, the training and the recognizing are very fast. It makes online 

classification and application possible for our proposed method. 

2. Related Work 

Spatio-temporal based approaches and sequential based approaches are widely ustilized for human 

action recognition. Spatio-temporal based approaches consider input image sequences as 3D volume. 

Features can be extracted from the whole frame or trajectories. In [16], the depth cuboid similarity 

feature was present to describe the local 3D depth cuboid around the spatio-temporal interest points. 

Furthermore, a histogram of the cuboid prototypes was used as the action descriptor and SVM for 

classification. In [17], depth data of an action instance was regarded as a spatio-temporal volume of 

depth values. Small cuboids were extracted from the volume with selected reference points as centers. 

Comparative Coding Descriptor (CCD) was proposed to represent the depth information for action 

analysis. This approach was proved to be robust to viewpoint variations. Dense trajectories within the 
volume were produed in [4] by sampling dense points from each frame and tracking them based on 

displacement information from a dense optical flow field. A novel descriptor based on motion 

boundary histograms was employed for recognition. Histogram of oriented displacements (HOD) was 

proposed as a new descriptor for 3D trajectories in [18] and a linear SVM classifier was used to 

achieve human action recognition.  

On the other hand, sequential based approaches regard frame sequences as a series of observations, 
and classify differnet actions according to the degree of similarity between frames in the sequences. 

Inspired by DNA sequence alignment method used in bioinformatics, authors in [19] present a 

framework called enhanced sequence matching (ESM), which modeled the new scoring function to 

measure the similarity between two action sequences. In [20] a hierarchical sequence summarization 

approach for action recognition was proposed which learned multiple layers of discriminative feature 

representations at different temporal granularities. Obviously, recognition results based on sequential 

approaches are seriously affected by the selectiong of similarity measures and classifying criterions 

and suffered from the position and speed variation.  

Extreme learning machine (ELM) proposed by Huang et al. in 2004, which belongs to the class of 
single-hidden layer feed-forward neural networks [21]. In ELM, the input weights and first hidden 

layer biases do not need to be learned but are assigned randomly, which makes the learning extremely 

fast. ELM has been successfully used for solving many classification problems. In [22], ELM is used 

to recognize human activities from video data based on multiple types of features including spatio-

temporal and local static features. Chen et al [12] use ELM to classify different activities by using 
human skeleton joints position and temporal difference features. Tests on multiple databases of 

Kinect, mocap and even accelerometer data show high classification accuracies with a few 

milliseconds required to classify a single motion sequence. 

Regardless of the progress mention above, there is still not a promising representation that can be 

effectively applied for action recognition. In response to this, we propose a novel framework that 
elegantly fuses features from 3D skeletal data and extreme learning machine (ELM) classifier. Spatial 

clues and temporal difference are extracted and concatenated to generate final feature from three 

projective views of skeleton sequence. Through extensive experiments we demonstrate the proposed 

approach achieves good performance and suppresses the influence of intra-class variations, such as 

the action-speed difference or variations in the same action performed by different subjects. 
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3. Features Description 

Effective and efficient use of the skeletal information is a key to a computationally efficient algorithm 

for action recognition based on the sequences of skeleton.  In this paper, we propose a novel feature 

representation based on skeleton motion map for recognition. In order to reduce computational 

complexity and extract the more effective information for classification, we project the skeleton in 

three projective views defined as front view map (𝑉𝑀𝑓), side view map (𝑉𝑀𝑠), and top view map 

(𝑉𝑀𝑡).  

To a given skeleton sequence with F frames, the nth joint on the fth frame is formulated as 𝑝𝑛
𝑓

=

(𝑥𝑛
𝑓

, 𝑦𝑛
𝑓

, 𝑧𝑛
𝑓

)𝑇, where 𝑓 ∈  (1, ⋯ , 𝐹), 𝑛 ∈  (1, ⋯ , 𝑁), N denotes the total number of skeleton joints in 

each skeleton. The value of N is determined by some skeleton estimation algorithms. As reported in 

[14], there are two common different layouts of human body representation. One is composed by 15 

joints and another is 20 joints. In this section, we use the joint configuration in the UTD-MHAD 

dataset [23], where N equals to 20. FIGURE.1 shows the definition of 3D skeleton with 20 tracked 

skeleton joints. FIGURE.2 shows a skeleton example of the action ‘draw circle (clockwise)’ from 

UTD-MHAD dataset [23] and the three projective maps. 

 
FIGURE.1 Skeleton with 20 joints 

                                   
 (a) 3D skeleton           (b)  𝑉𝑀𝑓               (c) 𝑉𝑀𝑠                     (d) 𝑉𝑀𝑡 

  FIGURE.2 Skeleton example and three projective views of the action ‘draw circle’ (clockwise) 

3.1 Human Skeleton Normalization and Subgroups Setup 

In human action recognition, we need to construct a stand coordinate system since same action done 

by different subjects can also have different coordinates e.g. due to the different body sizes. 3D 

coordinates of joints are sensible to different human on the constructed coordinate system. We thus 

have to build a stable coordinate system and normalization skeleton size. In this paper, the hip center 

joint is selected as the orignin of the coordinate system and method report in [12] is applied to 

normalize human 3D joint positions. By this step, the coordinate becomes invariant to different size 

of perfomers. 

Compared to all joints producing one single feature, we divide skeletons into four subgroups to 
obtaining smaller and more informative features. Occlusion is one of main reasons that affect the 
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recognition accuracy of skeleton-based methods. Therefore, by this processing we expect the 

independent features can effectively suppress the influence of occlusion. This assumption is verfied 

by our experiments, as presented in Section 4. In our method, we divide the joints according human 

physical structure from center to the extremities. Subgroups are shown in TABLE.1. 
TABLE.1 Four subgroups from 20 joints 

Subgroup Skeletal Joints 

S1 head, shoulder center, spine, hip center, R-shoulder, R-elbow,R-wrist, R-hand 

S2 head, shoulder center, spine, hip center, L-shoulder, L-elbow, L-wrist, L-hand 

S3 hip center, R-hip, R-knee,R-ankle,R-foot 

S4 hip center, L-hip, L-knee,L-ankle,L-foot 

3.2 Features Extraction  

It is obvious that the distinctiveness of features significantly influences the effectiveness of the 

proposed recognition scheme and its practical application. Simple features make feature extraction 

become easy by reducing computation complexity. On this premise, we extract features that do not 

require any complex calculations. 

In each subgroup, spatial features are extracted from each view of the skeleton joints separately. To 

simplify calculation, the pair-wise joints’ distance of skeleton positions is computed. The joint 

positions of N joints can be defined as: 

𝐹𝑆,𝑓
𝑖𝑗

= { 𝐽𝑓
𝑖 − 𝐽𝑓

𝑗
|𝑖, 𝑗 = 1,2 ⋯ 𝑁𝑆; 𝑖 ≠ 𝑗; 𝑆 = 1,2,3,4}                              (1) 

Where 𝐽𝑓
𝑖  is the coordinate of the joint i in the sequence index f. 𝑁𝑆 denotes the total joints in the 

subgroup S. Then for every subgroup, we concatenate the calculated 3 features from 3 views to 

generate a subgroup spatial feature. Furthermore, 4 subgroups spatial feature are concatenated to 

produce the final spatial feature of a frame. 

By analysis, we find that some distinct actions may be very similar to each other on skeletons. For 
example, two different actions of ‘sit to stand’ and ‘stand to sit ’. The high similarity of skeleton maps 

will lead to serious possibility of failure classification. Actually, they contain almost identical frames 

but reversed in time. Therefore, we need to calculate time difference of skeleton sequences as 

temporal constraint, extract it as a kind of temporal feature, which can effectively help to distinguish 

different actions [12].  

Let us denote the final spatial feature of the fth frame as 𝐹 𝑓 . The temporal feature 𝐹 𝑓
′  can be definedd 

as follows: 

  𝐹𝑓
′ = {

𝐹𝑓                           1 ≤ 𝑓 < 𝑓′

𝐹 𝑓−𝐹
𝑓−𝑓′−1

‖𝐹 𝑓−𝐹𝑓−𝑓′−1‖
       𝑓′ ≤ 𝑓 ≤ 𝐹

                                       (2) 

Where  𝑓′ is the temporal offset parameter, 1 < 𝑓′ < 𝐹. 

The feature of a frame is the concatenation of the final spatial feature and temporal feature: 

𝐹𝑓 = [(𝐹1,𝑓) (𝐹2,𝑓)(𝐹3,𝑓)  (𝐹4,𝑓)  (𝐹𝑓
′)] 𝑇                                (3) 

4. Experimental Results and Analysis 

We evaluated the accuracy of our method on two publicly available datasets: MSRAction3D [25] and 
UTD-MHAD [23]. Both datasets are challenging due to some pairs of actions very similar. Base on 

the work in [21,24], an improved multi-hidden layers extreme learning machine proposed in our 

previous work [26] is utilized as classifier in this paper. Our method is then compared with some 

existing methods. 
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4.1 MSRAction3D Dataset 

The MSRAction3D is the most common dataset for 3D human action recognition and is composed 

by 20 actions. Each action was performed by 10 subjects for two or three times.  

Setting1- The same experimental setting reported in [25] is followed. TABLE.2 lists the three action 
subsets. For each subset, three different tests are performed. In test one, 1/3 of the samples are used 

for training and the rest for testing; in test two, 2/3 of the samples are used for training and the rest 

for testing; in the cross subject test, one half of the subjects (1, 3, 5, 7, 9) are used for training and the 

rest for testing. 

Our method is compared with some existing methods. The comparison results are illustrated in 
TABLE.3. It can be seen that our method outperforms the method reported in [12], [10] and [11] in 

test one. In test two, our method produces 99.1% average recognition rate, which is best to all 

compared methods. For the challenging cross subject test, our method is slightly lower than the 

method reported in [11] about 2%. However, it should be noted that our method does not need 

complex matching calculation as described in [11] and thus it is computationally much more effcient. 

TABLE.2 Three subsets of actions from the MSRAction3D dataset 

Action set1 (AS1) Action set2 (AS1) Action set (AS1) 

Horizontal wave (2) 

Hammer (3) 

Forward punch (5) 

High throw (6) 

Hand clap (10) 

Bend (13) 

Tennis serve (18) 

Pickup throw (20) 

High wave (1) 

Hand catch (4) 

Draw x (7) 

Draw tick (8) 

Draw circle (9) 

Two hand wave (11) 

Side boxing (12) 

Forward kick (14) 

High throw (6) 

Forward kick (14) 

Side kick (15) 

Jogging (16) 

Tennis swing (17) 

Tennis serve (18) 

Golf swing (19) 

Pickup throw (20) 

          

 TABLE.3 Recognition rates (%) comparison of three Tests on MSRAction3D dataset 

Method 
test one test two cross subject 

AS1 AS2 AS3 Average AS1 AS2 AS3 Average AS1 AS2 AS3 Average 

Chen et 
al.[12] 

Vemulapalli 
et al. [10] 

Huang et 
al.[11] 

Jung et al. 
[19] 

Ours 

92.5 

87.6 

91.9 

93.7 

94.2 

91.2 

92.2 

92.1 

91.9 

95.6 

95.4 

94.7 

95.1 

97.8 

97.3 

93.0 

91.5 

93.0 

94.5 

95.7 

94.7 

91.8 

95.5 

99.1 

98.2 

99.7 

97.3 

98.0 

94.2 

99.1 

96.0 

98.2 

98.7 

96.6 

100 

96.8 

95.8 

97.4 

96.6 

99.1 

77.2 

86.4 

87.2 

85.1 

83.0 

78.1 

90.6 

89.7 

90.2 

87.7 

82.4 

91.3 

91.9 

90.6 

92.5 

79.2 

89.4 

89.6 

88.6 

87.7 

 
FIGURE.3 Simulation of occlusion 

Setting2- Occlusion tests. In this setting, we divide human body into 4 parts and randomly occlude 
some parts to test the robustness of our method. The simulation of occlusion is shown in FIGURE.3. 
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Futhermore, 1/2 of the samples are used for training and the rest for testing. TABLE.4 shows the 

recognition rates for the different simulated occlusions. By analysis, we may find that the occlusion 

of Z1 have significance affects the classification accuracy, while influences from other occlusions or 

their combinations such as Z3 and Z4 are relatively slight from 5% to 1%.  
                     TABLE 4. Recognition rates (%) for the simulated occlusion 

occlusion AS1 AS2 AS3 

Z1 83.6 79.4 86.8 

Z2 92.7 81.7 89.2 

Z3 94.5 90.5 98.6 

Z4 96.1 93.8 96.3 

Z1+Z2 73.7 76.2 82.5 

Z1+Z4 88.3 92.6 94.3 

Z2+Z3 92.7 88.4 92.7 

Z3+Z4 95.6 93.8 98.6 

none 96.1 98.5 100 

4.2 UTD-MHAD Dataset 

UTD-MHAD dataset contains 27 actions performed by 8 subjects (4 females and 4 males). Each 

subject repeated each action 4 times. The subjects were required to face the camera during the 

performance. In this dataset, we do the challenging cross subject test, one half of the subjects (1, 2, 3, 

4) are used for training and the rest for testing. TABLE.5 shows the average recognition results of 

our method as well as other 4 methods. As can be seen that our mehtod can produce the most excellent 

recognition accuracy of 98.6%. It indicates that the proposed feactures can be effecitvely used to 
distinguish different actions on this dataset. 

       TABLE.5 Recognition rates (%) comparison on UTD-MHAD dataset 

Method Recognition rates 

Chen et al. [12] 

Vemulapalli et al. [10] 

Huang et al. [11] 

Jung et al. [19] 

Ours 

87.5 

94.2 

89.7 

95.3 

98.6 

The real-time efficiency of the proposed scheme is further discussed and reported. The average 

computational time required for extracting a frame and projecting it is 3.8 ms on a PC equipped with 

Intel Xeon 3.4 GHz CPU with 16 GB RAM. Average time for features extraction and fusion is 9.4 
ms. The average classification testing time is 11.6 ms. As a result, the total time needed in our method 

is about 24.8 ms/frame. The frame rate of the used datasets is 30 frames/s. It means that the processing 

time should not exceed 33.3ms/frame. Obviously, our method can meet the requirement and be used 

online. 

5. Conclusion 

In this paper, we propose an effective method to extract discriminative features from skeletal 

sequence. This feature descriptor combines spatial feature from skeleton maps and temporal feature 

from time difference. In action recogniton, multi-hidden layers ELM is utilized as the classifer, which 

can not only improve the learning and classify speed but also enhance the recognition accuracy. The 
experimental results on two public datasets demonstrate that the proposed method outperforms some 

existing methods and can reduce the influence of occlusion. 
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