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Abstract 

Action recognition is widely used in the fields of intelligent monitoring, social security and so 

on. Aiming at the problem of low detection rate and long usage time in action recognition, this 

paper proposes an action recognition method based on pedestrian detection, tracking and local 

optical flow trajectory analysis. First, integral channel pedestrian detection and Kernelized 

Correlation Filters(KCF) tracking was used to detect and track pedestrians, and calculate their 

respective local optical flow trajectories at a certain distance. Then we use Support Vector 

Machine (SVM) to train sample data to identify actions. The experimental results show that the 

method has obvious advantages over other algorithms in terms of time of use and accuracy. 
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1. Introduction 

Motion recognition is widely used in intelligent surveillance, social security and other fields, and is 

now the focus of AI research. Many scholars have constantly put forward new algorithms in this field, 

some of which have been made into real products and have great social value. At present, there are 

three main methods of action recognition: 1) the movement process is divided into several important 

sub processes, and then the analysis of these sub processes; 2) important node judgment, analysis of 

typical action; 3) spatio-temporal analysis, analysis of the spatial and temporal features of different 

actions [1]. For the detection of moving objects, there are global optical flow method [2], edge 
direction change method (HCEO) [3] and visual word bag model [4]. These methods generally take 

longer time and require special equipment to accelerate, which often limits the application of the 

algorithm. After extracting the features, various classifiers can be used to train and predict the [5]. 

With the rise of depth learning, many scholars use deep learning to recognize the action of [6].  

At present, the key factors restricting movement recognition are: 1) extraction of action time segment; 
2) feature extraction. The method of global optical flow has many problems, such as complex 

computation and large computation. Many useless details are calculated; the method using key point 

feature extraction has significant advantages in extracting feature speed, but it cannot use the 

temporal and spatial context of motion, and there is a disadvantage of lower correct rate.  

For this reason, this paper extracts an action recognition method based on the combination of 
pedestrian detection tracking and local optical flow trajectory, in order to solve the contradiction 

between speed and performance in action recognition.  

2. Implementation of Action Recognition Algorithm 

2.1 Algorithm Flow 

First, the pedestrian detection of the integral channel is carried out in the video. When the pedestrians 

are detected, the detected pedestrians are screened, the pedestrian detection frame (too small or too 

small) is removed, and the KCF tracking method is used for the detected pedestrians (usually two 

people). When the distance of the two individuals is less than a certain value, it is considered as the 
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beginning of the motion capture. Then the moving position of the hand and the position of the leg are 

found. The sparse light flow of the two parts is calculated and the average path of the light flow is 

calculated. When the two person's position is greater than a certain threshold, the action is ended. The 

obtained trajectory of hand and leg optical flow is used as the recognition feature of movement to be 
normalized and used as machine learning training and prediction. Thus, through pedestrian detection, 

tracking, calculation of the average displacement of local light flow and starting point of positioning 

action, the computation can be reduced to a great extent, and the accuracy of the algorithm is also 

improved. The whole algorithm flow is shown in Figure 1.  
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Figure 1. Whole algorithm flow chart 

2.2 Pedestrians Detection and Tracking 

First, determine whether the video is pedestrian detection. When detected, pedestrians track the 

detected pedestrians. The algorithm uses integral channel pedestrian detection [7], which can detect 

pedestrians very quickly and achieve real-time performance.  

After detecting pedestrians, a KCF tracking algorithm with faster speed and better tracking effect is 
used to track pedestrians [8].  

2.3 Capture Action Time and Feature Extraction 

And some other algorithms have always detected the characteristics of each frame. This algorithm is 

extracted from two pedestrian distances from far to near to a certain range. When the action is over, 

the two people are far away from each other and reach a certain distance. Optical flow detection uses 

Pyramid LK sparse optical flow, because the selected hand and foot area is very small, and the time 

used for optical flow calculation is very small. After calculating the optical flow, we calculate the 

direction of the optical flow by calculating the mean optical flow in the direction, and the average 
optical flow is calculated as follows: 
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Among them, the number of pixels in the hand and leg region represents the optical flow component 

in each pixel direction. After obtaining the optical flow trajectories of each region, a container is used 

to save the optical flow trajectories and get a sequence of time and displacement.  

                                                                            ( , )t f x y                                                                 (2) 

After getting the trajectories of the 4 movements, the vectors obtained from these 4 formulas (2) form 

a new vector to form the frame vector of action recognition. In order to better identify the features and 

normalize each frame vector, the support vector machine (SVM) can be used to train the sample. The 

training results can be saved and the action video can be predicted.  

2.4 SVM Training and Prediction 

Support vector machine (SVM) is a popular machine learning method at present. This method can 

achieve better results for a small number of samples. After extracting the features of the action 

recognition video set, the SVM is trained according to various actions, and the training result is 
obtained. Then, the feature extraction of the test video is extracted, and the SVM is used to predict the 

classification of the action of the video.  

3. Experiment 

This experiment adopts the 64 bit operation system in win10, and develops software using 

VC++2015's Win32 bit and OpenCV library programming. Processor bit Intel i3-6000, the main 

frequency is 3.70GHz, not using multi-core parallel and GPU acceleration technology.  

3.1 Processing Time 

In order to achieve real-time performance of the algorithm, the computation time of each module in 

the statistical algorithm is needed. Pedestrian detection only detects the initial state of the video, and 

tracks it when the pedestrians are detected. So as long as the sum of the time used in tracking and 

feature extraction can achieve real-time effect, the algorithm can detect in real time. Table 1 is the 

time statistics used by each module of the algorithm. The experimental video uses UT-Interaction 
database, and the picture width is 428*312 pixels.  

Table 1. Time statistics (milliseconds) for each module of the algorithm 

Pedestrian detection KCF tracking Optical flow characteristics SVM prediction 

28 9 2 8 

As can be seen from table 1, when the actual tracking and optical flow feature extraction, only about 

11 milliseconds per frame, far below the real time requirement of 33 milliseconds, pedestrian 

detection and SVM prediction are only carried out before and after action recognition, and the use is 

very small.  
Table 2. Time for various action recognition algorithms (milliseconds) 

global optical flow Visual word bag model HCEO Algorithm in this paper 

69 87 13 11 

Table 2 is the global optical flow method [2], visual bag model method [4], edge direction change 
method (HCEO) [3] and the algorithm used time contrast. As can be seen from table 2, this algorithm 

has obvious advantages over the global optical flow and the visual word bag model. These two 

algorithms need special hardware acceleration when they are applied. Compared with HCEO 

algorithm, this algorithm also has certain advantages.  

3.2 Accuracy Detection 

The same results are compared to the above three algorithms, and the reasons for the accuracy of the 

various algorithms are analyzed. The experiment uses The Hollywood Dataset, the video has 12 

action recognition types, and each class video is 300. Select the first 50 of each class as training set, 
the latter 250 do the test set, and the total data of the test set is 3000. The accuracy of the statistical test 

set.  
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Table 3. accuracy rate of various action recognition algorithms (%) 

global optical flow Visual word bag model HCEO Algorithm in this paper 

83 86 77.3 95.6 

From table 3, it can be seen that the visual word bag model method has higher accuracy than the other 
two methods, but the extraction of SIFT features and classification by classifier makes the algorithm 

more used. The global optical flow method, because of the calculation of the optical flow outside the 

pedestrian, leads to more time and less accuracy. HCEO is less used, but the correct rate is low. The 

algorithm in this paper is significantly higher than other algorithms in terms of time and accuracy, and 

it can go to embedded devices and other real-time devices.  

3.3 Algorithm Improvement Analysis 

The algorithm adopts local feature extraction. After detecting pedestrians, the pedestrian is removed 

first, and then the area that may be active in the hand and leg is selected, as shown in Figure 2, the 

light flow in the area is calculated and then the path of the light flow is obtained.  

 

Figure 2. Area selection of light flow track in hand and leg 

This method can eliminate interference from other unrelated regions and improve the accuracy of the 

algorithm. In the field of motion judgment, when two people close to each other and reach a certain 

distance, they are thought to be the beginning of the movement; when the action is completed, the two 

people begin to stay away from them and reach a certain distance to judge the end of the action. The 

path of the light flow in this period of time is calculated. Compared with other algorithms, the 

improved algorithm performs judgment on each frame, and judges it in a frame after leaving, which 
reduces most of the time.  

 

Figure 3. The relationship between the path of light flow and time 



International Journal of Science Vol.5 No.7 2018                                                             ISSN: 1813-4890 

 

175 

 

Compared with other algorithms, the method used in this paper can better distinguish all kinds of 

motion. Fig. 3 is the result of data simulation of kick action in a period of time. Fig. 4 is a map of the 

position of the optical flow trajectory in the horizontal direction.  

 

Figure 4. Plane displacement map of optical flow trajectory 

From Figure 3 and Figure 4, we can see clearly that the change of leg optical flow occurs after kick 

kick action, and there is little displacement of the optical flow trajectory in the hand. A new feature 

vector is composed of a new feature vector which is calculated by the 4 regions in the picture. After 
SVM training, every action is judged, and it can achieve very good results.  

4. Conclusion 

In this paper, the method of pedestrian detection, tracking, local optical flow trajectory calculation, 

SVM classifier training and prediction is used to identify the action behavior. In terms of time 

performance and accuracy, it has obvious advantages compared with other mainstream action 

recognition algorithms. Through the integral channel pedestrian detection and KCF tracking, the 

action behavior can be described with less time and more accurate features, and the accuracy of the 

algorithm is improved. At the same time, the method of motion judgment is improved, and it does not 

need to be judged during the movement, which greatly reduces the time used in the algorithm, so that 
the algorithm can be transplanted on some platforms with demanding performance.  

There are still some shortcomings in this paper. For example, this paper only analyzes the action of 

one person or two people in the video. When there are many people in the video, and the pedestrians 

have large images in the image, they are not analyzed. In addition, the optical flow trajectory method 

has a good effect on the camera fixed. When the camera is moving faster and the background noise is 
serious, the recognition rate will decrease. These deficiencies are necessary for future research 
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