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Abstract 

With the development of artificial intelligence, scientific and technological information, and 

national security and people's life needs, face recognition technology has received a lot of 

attention from people, and the future development space is very large. It is the research focus 

of pattern recognition and computer vision industry in the current period.Because of the 

interference of various factors such as face pose, expression, illumination and age, the effective 

implementation of face recognition technology will face more difficulties. In most cases, it still 

cannot meet the corresponding requirements. How to extract robustness and classification 

Good facial features and recognition still need to be continuously researched and analyzed.To 

this end, this paper firstly analyzes the face recognition of multi-feature integrated face 

recognition and integrated deep learning, which hopes to lay a foundation for the continuous 

improvement and wide application of face recognition technology. 
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1. Introduction 

Face recognition through the input image, after pre-processing the image, then face detection, and at 
the same time after the cutting process to obtain the face image, and then extract the face features, 

extracting robust and discriminative The facial features are finally combined with the extracted facial 
features to perform matching recognition, thereby completing the recognition process and 

simultaneously feeding back the recognition results to the user. The matching identification mainly 
includes two methods of identification and recognition, and the identification mainly involves a 

certain category. Judging whether it belongs to a certain person, but the identification is for a plurality 
of categories and implementing identification of a certain individual. All processes in the face 

recognition system belong to one research object, and any research is very important for face 
recognition results. 

2. Multi-feature integrated face recognition 

2.1 LBP face recognition. 

Local binary mode LBP is mainly used to describe an algorithm of texture. It has the characteristics 
of complexity bottom, gray and rotation invariance, high discrimination, etc. Its essence is a way to 

encode the points in the image. The key point is Combining the information around the point to 
implement the LBP verification data, the specific process is: the pixel value of each point in the 

domain is compared with the pixel value of the intermediate point, and the setting of the pixel value 
exceeding the intermediate point can be set to 1, such as the middle The point pixel value is set to 0, 

and then the obtained 0-1 code is connected according to the corresponding order, thereby combining 
into a set of binary codes, and then converting the obtained binary code into a decimal number, this 

group The value is the LBP code value [1] unique to the intermediate point itself. Usually choose to 
use 8 fields, so set the center pixel point, the nearby 8 pixel points need to be arranged in the clockwise 

order from the upper left corner, 1,0 gg ... 7g  use the formula to calculate the LBP value of this 
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pixelNormally, the LBP value of the entire image is not directly treated as a face recognition feature. 

The image of the LBP value is subjected to histogram statistics, and then the resulting histogram 
feature vector is regarded as the LBP face of the image. Identify features.In order to ensure that the 

obtained LBP face features can retain a corresponding amount of structural information, the image is 
usually subjected to block processing, and individual block LBP histogram statistics are implemented 

for each block region, and then the histograms are connected to each other. Final face LBP recognition 
feature vector.Finally, the recognition result is obtained by combining the matching of the feature 

vectors. When performing block processing, the image is basically divided into four blocks, and the 
final LBP feature vectors are obtained by connecting the blocks. 

Through the above arguments, the face image feature extraction process based on LBP algorithm can 

be obtained, namely:  

1) traversing each pixel of the image by using 3×3 module,Combining pixel calculation formula 

    


2, 1

7




ccc ggsyxLBP
                                            (1) 

2)Sorting the binary values obtained in the first step into an order of the hour hand, thereby forming 

an eight-bit binary code. 

3)Perform conversion on the 8-bit binary code obtained for each pixel, thereby obtaining a decimal 

number, and taking the decimal number as the original central pixel LBP value, thereby obtaining the 
LBP value of the entire image. 

4)Classify the resulting LBP values into 58 identical modules and one non-uniform module. 

5)The obtained LBP value image is subjected to area division, and then 59 kinds of module 

histograms of each area are obtained. 

6)For the resulting histograms, they need to be arranged according to the order, and finally the LBP 

feature vector of the original image [2] is obtained. 

The recognition process, combined with the extraction process of the above LBP features, performs 

LBP feature extraction on all images of the training set, and retains them, then extracts the LBP 
features that need to be identified, and finally calculates the image to be recognized and all the training 

set images. The distance between the LBP features, from which the minimum distance is found, which 
is taken as the final recognition result. 

2.2 GIST face recognition. 

In recent years, a GIST feature that mimics the characteristics of the human eye has emerged. This 

feature has also been used by many scholars as face recognition research, and it has also obtained 
corresponding recognition effects. This feature is mainly obtained in the image. The information 

content, that is, the important rough information is proposed, which belongs to a face feature 
extraction method with high visual characteristics. The working principle is mainly combined with 

multi-scale and multi-directional Gabor filters to form a filter combination, thereby processing the 
image to obtain relatively key facial contour information in the image, and then implementing the 

facial information. The height set finally leads to the GIST feature. The Gabor feature does not 
respond to illumination and has the characteristics of rotation invariant within the specified range. In 

addition, there are not many requirements for the data to be processed, and the real-time performance 
is strong. Through the above discussion, the GIST feature extraction process is determined, that is, 1) 

clear the Gabor filter bank size number m and the direction number n, thereby combining into a filter 
combination; 2) combining the obtained Gabor wave filter to convolute the image The calculation 

results from the image information in each direction of each scale; 3) Cascading the information in 
each direction of each scale to obtain the GIST face recognition feature [3]. 

In the recognition process, all face images in the training set are combined with the GIST face 

recognition feature extraction process to extract the GIST features, and the obtained results are saved. 
Then, the images to be identified are extracted, and then the images to be identified are extracted. The 
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GIST feature is compared with the distance between the GIST features of the training set image, 

thereby obtaining the final result of the recognition. 

3. Integrated deep learning face recognition 

In order to detect the effect of multi-feature fusion face recognition recognition, experiments were 
carried out in the ORL face database. Because the image size of the two face libraries is small, the 

image in the ORL face database is 112×96. If the 2× sampling method is used, and then the fifth time, 
the image in the ORL becomes 7×6, so the resolution is If the rate is too small, the information about 

the face features contained in the face will be very small, and the recognition effect will not be great. 
Therefore, the face image of the ORL library should be upsampled to 184×224 before the experiment, 

and 2 times sampling is used at the same time. The ORL library implements Gaussian sampling and 
will get images of 5 face libraries. 

Based on the convolutional neural network, the data can be automatically extracted from the 

characteristics of high-level sampling. It is necessary to determine the image recognition advantage 
without human intervention. However, considering the realization of convolutional neural network to 

achieve high performance can be realized based on the practice of a large amount of data. Therefore, 
a new integrated deep convolutional neural network model learning method is proposed, which can 

improve the face recognition efficiency under the premise of small samples. First, multi-scale 
adjustment of the data set is required, and the multi-scale training set image is obtained by using the 

lifting and sampling method. In this paper, we use 10 different scales of training sets. After that, we 
perform convolutional neural network training on the images of each scale training sample set. How 

many scales will have convolutional neural networks corresponding to the parameters, so we can train 
10 convolutional neural networks of different scales; combined with the obtained convolutional 

neural networks of various scales, the integration process is implemented by the integrated strategy 
stacking method, and the four-layer BP neural network is used as the lower classifier. The main 

operation flow is: connecting the output probability values obtained by the SoftMax layer in the 
convolutional neural network of each scale training, that is, the output of each convolutional neural 

network is K, then a 10*K dimensional vector is formed after full connection. This value is treated as 
a 10*K element feature and input into a four-layer BP neural network, and then training is performed 

to obtain the final output result [4]. 

1. Initialize sample weight D(i)=1/n,i=1,2……n；n is the number of samples. 

2. Generate a sub-training set xk
j on each feature space using the random subspace method xkj, 

Different eigenvalues of different faces; 

3. Training different base classifiers based on sample weights and different subtraining sample sets 
hj

k, Classifier selection support vector machine and KNN algorithm; 

4. Calculation errorξi=Pr(hi(xi)≠yi) yi is the training sample eigenvalue; 

5. Calculate classifier weights  
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Update sample weight; 

6.Update sample weight  
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zi is the normalization factor 

7.Output final integrated classifier. 
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4. Experimental result 

In order to prove that 15 results were obtained through the extended 5 face database, the integration 

of these recognition results is better than the single recognition results of the single library. In the 
ORL5 human library, each library randomly selects 5 pictures per person to construct the training set. 

The remaining 5 pictures are used as the recognition test set, and the integrated recognition rate is 
calculated for the three results of each library and the 15 results of the five libraries. Among the five 

face databases formed by FERET, 4 pieces per person are selected. As a training set, the remaining 3 
pictures are taken as images to be recognized. The other images are the same as the ORL operation. 

In order to prevent the occurrence of random factors, the above experimental operation was repeated 
10 times, and the average value was taken as the final result, as shown in Table 1 below: 

Table 1 Results of different integration methods 

Integration 
method 

Library 1 Library 2 Library 3 Library 4 Library 5 
Method of 

this paper 

Orl 93.75% 92.15% 95.1% 94.15% 93.15% 98% 

5. Conclusion 

In general, face recognition technology is regarded as a biometric feature technology. It is the most 
intuitive, natural, attractive and suitable non-contact image recognition technology for social and 

various fields. Development and work have very important value. However, because of the 
complexity of face features, they are more susceptible to environmental and small samples, so that 

their performance can not meet people's needs. The most obvious effect on face recognition is the 
extraction and recognition of face features. For this reason, this paper focuses on the face recognition 

of multi-feature integrated face recognition and integrated deep learning, which enhances the face. 
Identify technical efficiency and contribute to social development. 
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