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Abstract 

The present design relates to a job shop scheduling method and system based on improved 

variable neighborhood search and differential evolution algorithms as well as a storage medium. 

The method is executed by a computer, and includes: setting algorithm parameters; building a 

neighborhood structure; initializing a population; determining an initial solution; calculating a 

fitness value; locally searching; selecting a male parent; performing individual recessive 

variation; regenerating the population; updating the initial solution; updating a neighborhood 

structure of algorithmic search; and judging whether a terminal condition of algorithm 

execution is met, outputting a global optimal solution of the algorithmic search if so, otherwise, 

returning to Step 6. The present design can obtain an approximate optimal solution in regard 

to a coordinated batch scheduling problem of production and transportation in the case of a 

manufacturer single machine based on a differential workpiece. 
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1. Background Of The Present Design 

A problem of resource allocation has always been a focus of the society, while a job shop scheduling 

problem is a type of typical combinational optimization problem, and stems from a chip testing stage 

at the earliest. Inspired by the actual problem, the batch scheduling problem becomes a hot subject of 

a study. A batch scheduling theory is widely used in actual industries, such as: logistics transportation, 
heavy metal manufacturing industry and other fields. In the batch scheduling problem, a plurality of 

production tasks can use the same processing resource at the same time, and the production tasks in 

an actual production process are restrained by several conditions. When a current production restraint 

condition is met, design of a scientific and reasonable production scheduling scheme could 

standardize a production management level of the enterprise and improve the production efficiency 

of the enterprise, thereby enabling the enterprise to improve the core competitiveness in a market that 

a buyer becomes a mainstream nowadays. Thus it can be seen that, study on the batch scheduling 

problem has a significant practical significance in operation management of both the enterprise and 

the whole society. 

By synthesizing the existing research results, most of batch scheduling problems are an NP hard 

problem. Therefore, an intelligent algorithm is generally used to seek an approximate optimal 

scheduling scheme when solving such combinational optimization problem. A research method 

studies the batch scheduling problem of a single machine, considers different sizes and processing 

times of workpieces, and designs a discrete particle swarm algorithm for solving such problem. One 

method is to design a free search algorithm and a hybrid neighborhood search algorithm with regard 
to the same problem respectively; and another method is to solve such problem based on an ant colony 

algorithm. 

However, during design and creation, the inventor finds that, the existing art has the following defects:  

(1) for a research problem, consideration is mainly given from workpiece restraint in the study on the 

batch scheduling problem of the single machine in previous literatures, such as a size, a processing 
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time and an arrival time of the workpiece, and the research model of the literatures is mainly 

concentrated on a production stage, and the study on coordinated batch scheduling of production and 

transportation is few. In an actual environment, because the production and transportation are key 
factors that decide the customer satisfaction level, the enterprise not only considers improving the 

production efficiency at the production stage, but also considering the benefit at a transportation stage.  

(2) For the research method, the factors, such as quality of an initial solution, a neighborhood structure 

and a search strategy in the neighborhood structure, affect the performance of a variable neighborhood 

search algorithm.Organization of the Text 

2. The Method Of Workshop Scheduling Based On Difference 

The technical solutions in the embodiments of the present design are described clearly and completely 

below in combination with the drawings in the embodiments of the present design. Apparently, the 

described embodiments are only part of embodiments of the present design, rather than all of 

embodiments. Based on the embodiments of the present design, all other embodiments obtained by 

those ordinary skilled in the art without contributing creative labor belong to the protection scope of 

the present design. 

The embodiments of the present design consider the dynamically arrived differential workpiece, and 

a coordinated batch scheduling problem of production and transportation in case of a single machine 

of a manufacturer. An optimization objective is to minimize a manufacturing time span. According 

to the problem characteristics, an effective intelligent algorithm is designed to solve the 

combinational optimization problem and promote the production efficiency and transportation 

efficiency of an enterprise. 

For the convenience of understanding, detailed description is firstly made below to the problem to be 

solved by the embodiments of the present design. Specifically: 

(1) the set of the production and processing workpieces is J={J1, . . . , Ji, . . . , Jn}, the processing 

time of the workpiece Ji is marked as pt, the size is marked as si, and the arrival time is marked as ri. 

(2) A processing machine is a parallel batch processor with a capacity of C. When processing, the 

workpiece could be subject to group batching freely and processed on the processor in a batch form, 

with a regulation that the sum of the sizes of the workpieces in each batch shall not be greater than C. 

(3) The arrival time of the batch is decided by the workpiece having the maximum arrival time in the 

batch, and the completion time of the batch is equal to the maximum completion time of all the 

workpieces in the batch. Once a specific batch is formed, the workpiece in the batch shall not be 
removed, and new workpieces shall not be added in the batch. 

(4) After all batches are processed, the workpieces are delivered to the customer by a transport vehicle, 

provided that the transport vehicle has unlimited transportation capability. 

(5) The objective to be optimized is a time span required from the start of processing of the workpeice 

to the delivery of the last workpiece to the customer. 

On this basis, an embodiment of the present design provides a job shop scheduling method based on 

improved variable neighborhood search and differential evolution algorithms. The scheduling method 

is executed by a computer, and as shown in FIG. 1, includes: 
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FIG. 1 the scheduling method is executed by a computer 

S1. initializing an input parameter of an algorithm, including number n of workpieces, workpiece size 

s, a basic processing time p of the workpieces, an arrival time r of the workpieces, capacity C of a 

processing machine, and a time T of transporting the workpieces from a manufacturer to a customer. 

A set of processing workpieces is marked as J={J1, . . . , Ji, . . . , Jn}, wherein Ji indicates the i-th 

workpiece; 

S2. setting an execution parameter of the algorithm, wherein the execution parameter includes a 

maximum number of iterations Imax, a current number of iterations I=1, a population size Q, an initial 

solution Xs of the algorithm, number top of outstanding individuals in a population, and a global 

optimal solution Xbest=Xs; 

S3. setting a neighborhood structure NK(X), wherein X indicates the initial solution, and K indicates 

a kind of the neighborhood structure. In consideration of three neighborhood structures, when K=1, 

it indicates variable neighborhood structure; when K=2, it indicates a cross neighborhood structure; 

and when K=3, it indicates an insertion neighborhood structure; 

S4. initializing a population individual set S in a local search; and considering Q individuals totally, 

wherein the j-th individual in the I-th generation of populations is defined as Xji={xj1I, xj2I, . . . , 

xjdI, . . . , xjnI}, 1≤I≤Imax, j=1,2, . . . , Q and d=1,2, . . . , n, wherein xjdI∈[1, n], indicating the xjd-

th workpiece in the workpiece set in the d-th position of the individual XjI; 

S5. generating three initial individuals with three heuristic algorithms respectively, taking the initial 

solution as three individuals in the initial population, randomly generating the remaining individuals 

in the initial population, and selecting an optimal individual from the initial population as the initial 

solution; 
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S6. selecting the neighborhood structure, defining the initial solution XsN of the neighborhood 

structure, and performing a local search strategy to the individuals in the population in the 

neighborhood structure, to improve the quality of the population individuals; 

S7. calculating a fitness value of each individual in the population respectively, thereby obtaining an 

individual Xlocal having the minimum fitness value from the population; 

S8. updating the global optimal solution of the algorithm, judging whether F(Xlocal)<F(Xbest) is 

satisfied, and assigning Xlocal to Xbest if so, wherein F(X) indicates the fitness value of the individual 

X; 

S9. updating the initial solution, judging whether F(Xlocal)<F(Xs) is satisfied, and assigning Xlocal 

to Xs if so; 

S10. updating the initial solution of the neighborhood structure, judging whether F(Xlocal)<F(XsN) 

is satisfied, and assigning Xlocal to XsN if so; 

S11. assigning I+1 to I, judging whether I≤Imax is satisfied, performing step S12 if so, otherwise, 

performing step S13; 

S12. judging whether XsN is updated, returning to step S6 if so, otherwise, assigning K+1 to K; and 

if K>3, setting K=1, and returning to step S6; and 

S13. completing the execution of the algorithm and outputting the fitness value of the global optimal 

solution Xbest and a group batching scheme corresponding to the workpiece. 

The embodiment of the present design can obtain an approximate optimal solution in regard to a 

coordinated batch scheduling problem of production and transportation in the case of a manufacturer 

single machine based on a differential workpiece, so that an enterprise can make full use of production 
resources to the greatest extent, thereby reducing the production cost and improving enterprise service 

level and customer satisfaction level. 

In specific implementation, the step of generating three initial individuals with three heuristic 

algorithms respectively, taking the initial solution as three individuals in the initial population, 

randomly generating the remaining individuals in the initial population, and selecting an optimal 
individual from the initial population as the initial solution in step S5 may include: 

Step S51: defining a variable j=1; 

Step S52: judging a value of the variable j, and performing step S53 when the value is equal to 1; 

performing step S54 when the value is equal to 2; performing step S55 when the value is equal to 3; 

and performing step S56 when the variable has other values; 

Step S53: sorting all workpieces in the workpiece set J={J1, . . . , Ji, . . . , Jn} according to the arrival 

times thereof in a non-decreasing manner, and taking the sorted workpiece set J′ as the individual Xj1 

in the initial population; 

Step S54: sorting all workpieces in the workpiece set J={J1, . . . , Ji, . . . , Jn} according to the 

processing times thereof in a non-decreasing manner, and taking the sorted workpiece set J′ as the 

individual Xj1 in the initial population; 

Step S55: sorting all workpieces in the workpiece set J={J1, . . . , Ji, . . . , Jn} according to the 

processing times thereof in a non-increasing manner, and taking the sorted workpiece set J′ as the 
individual Xj1 in the initial population; 

Step S56: sorting all workpieces in the workpiece set J={J1, . . . , Ji, . . . , Jn} randomly, and taking 

the sorted workpiece set J′ as the individual Xj1 in the initial population; 

Step S57: assigning j+1 to j, judging whether j≤Q is satisfied, returning to step S52 if so, otherwise, 

completing the population initialization; and 

Step S58: selecting the individual having the best quality according to the initial population, and 

assigning the individual to the initial solution Xs. 

In specific implementation, the step of selecting the neighborhood structure in step S6may include: 
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Step S61: defining variables Xtemp and XsN, wherein the meanings of all elements of the two 

variables are the same as those of the initial solution Xs; and assigning Xs to Xtemp; 

Step S62: judging a value of a variable K, performing step S63 if the value is equal 1; performing 

step S64 if the value is equal to 2; and performing step S65 if the value is equal to 3; 

Step S63: defining a variable x′, randomly selecting an element xrandom in Xtemp, assigning the 

value of xrandom to x′, randomly generating an integer m within a range [1, n], replacing the value 

of xrandom with m, and meanwhile, replacing the value in Xtempand another element value which 

is the same as m with x′; 

Step S64: selecting two elements in Xtemp randomly, and exchanging the two elements; 

Step S65: selecting two elements in Xtemp randomly, and inserting one element into a next position 

of the other element; and 

Step S66: assigning transformed Xtemp to XsN, as the initial solution of the neighborhood structure. 

In specific embodiment, the step of performing a local search strategy to the individuals in the 

population in the neighborhood structure in step S6 may include: 

Step S61′: defining that a variable StopI indicates the individual with top quality of the stored 

population quality, Nother indicates the number of other remaining individuals of the population SI, 
SleastI indicates a set of other remaining individuals of the stored population SI, Nc indicates the 

number of variation individuals, Nr indicates the number of random individuals, and SrI indicates a 

set of the stored random individuals; 

Step S62′: with regard to the population SI−1, assigning the individual with top fitness in the 

population to StopI, and assigning the remaining individuals to SleastI; 

Step S63′: taking a remainder obtained by dividing the number of iterations I by Nother, assigning 

the remainder to Nc, and setting Nc=1 if Nc=0; 

Step S64′: selecting an individual from SleastI, randomly, generating two positions rand1 and rand2 

randomly with regard to the individual, and rand1≠rand2, and performing symmetric exchange 

processing to an element of the individual between the two positions; 

Step S65′: repeating step S64′, until selecting Nc different individuals for corresponding variation 

operation; 

Step S66′: judging whether the current generation of neighborhood structure is the same as that of the 

previous generation, generating Nr individuals randomly if so, and storing in Sr, otherwise, 
performing step S67′; 

Step S67′: randomly selecting two elements in the initial solution XsN of the neighborhood structure, 

exchanging the two elements to generate a new individual, repeating such operation until generating 

Nr individuals, and storing the individuals in Sr; and 

Step S68′: assigning all individuals in StopI, Sc and Sr to SI respectively, as the regenerated 

population of this generation. 

In specific embodiment, the step of calculating the fitness value of the individual in step S7 may 

include: 

Step S71: placing the first undistributed workpiece in a workpiece sequence of the individual X in 

the first existing batch capable of accommodating the workpiece, creating a new batch with a capacity 

of C if each existing batch cannot accommodate the workpiece, and placing the workpiece in the new 

batch; 

Step S72: repeating step S71, until all workpieces in the individual X are distributed to the 

corresponding batch, and obtaining a workpiece batch set B={B1, . . . , Bi, . . . , Bl}, wherein l 

indicates the number of the batches; 

Step S73: sorting the workpiece batches in the batch set obtained in step S72 according to the arrival 

times of the workpiece batches in a non-decreasing manner, and obtaining a sorted batch set 
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B′={B′1, . . . , B′i, . . . , B′l}, wherein B′i indicates the workpiece batch processed in the l-th position 

in a processing machine; 

Step S74: defining a variable Cmax=0, which indicates a time required by a manufacturing span, 

circulating a variable j=1, and marking the processing time of the workpiece batch B′i in the batch 

set B′ as PiB′ and the arrival time as riB′; 

Step S75: judging whether the current Cmax≤rjB′ is satisfied, assigning rjB′+PjB′ to Cmax if so, 

otherwise, assigning Cmax+PjB′ to Cmax; 

Step S76: assigning j+1 to j, judging whether j≤l is satisfied, returning to step S75 if so, otherwise, 

assigning Cmax+T to Cmax; and 

Step S77: taking Cmax value finally obtained in step S76 as the fitness value of the individual X. 

3. Shop Scheduling System Based On Difference 

The present design has beneficial effects as follows: 

1. With regard to the coordinated batch scheduling problem of production and transportation in the 

case of the single machine, the present design firstly encodes the workpieces to be processed through 

the improved variable neighborhood search algorithm, distributes the workpieces to the 
corresponding batch according to a batching strategy (i.e., a scheduling scheme), and obtains the 

fitness value of the corresponding individual. The quality of the population is continuously improved 

by selecting the searched neighborhood structure, performing the local search in the neighborhood 

structure, and searching the population via operation, such as cross and reservation. The optimal 

solution is finally obtained by iterating the above steps and searching in a solution space continuously. 

The improved variable neighborhood search algorithm represents good performance in a convergence 

speed and quality of searched solution. Through the algorithm designed in the present design, the 

coordinated batch scheduling problem of production and transportation of the differential workpiece 

in the case of the single machine is solved, and the enterprise management level in the production 

and transportation is improved, so that the overall benefit of the enterprise at the two stages is 

improved. 

2. When an initial population is generated, the present design firstly generates the corresponding 

individual with a heuristic method, such as ERT, LPT and SPT, as the individual of the initial 

population, the remaining individuals of the initial population are randomly generated, and then, the 

best individual is selected from the initial population as the initial solution, thereby ensuring the 

quality of the initial population. 

3. The present design totally designs three neighborhood structures when setting the neighborhood 

structures, which are the variable neighborhood structure, the cross neighborhood structure and the 

insertion neighborhood structure, thereby helping the algorithm to jump out of the local optimum in 

the search process, and avoiding the premature convergence of the algorithm. 

4. When searching in neighborhood according to the present design, the population is regenerated 

with the strategies such as reservation, cross and randomness, which not only guarantees the 

population diversity, but also inherits the outstanding individuals, thereby guaranteeing the quality of 

the individuals of the population all the time, and effectively improving the search efficiency of the 

improved algorithm. 

Based on the same inventive concept, another embodiment of the present design provides a job shop 

scheduling system based on improved variable neighborhood search and differential evolution 

algorithms. As shown in FIG. 2, the system includes a computer, and the computer includes: 
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FIG. 2, the system includes a computer 

At least one processing unit 201; 

At least one output unit 202; and 

At least one storage unit (not shown in the figure), 

Wherein the processing unit is, for example, a processor; the storage unit is, for example, a memory; 

and the output unit is, for example, a data interface and an output device formed by a data line. The 

output unit may output the output data to a display screen, other electronic devices, etc. 

The at least one storage unit stores at least one instruction, and the at least one instruction is loaded 

and executed by the at least one processing unit 201 to realize the following steps: 

S1. initializing an input parameter of an algorithm, including number n of workpieces, workpiece size 

s, a basic processing time p of the workpieces, an arrival time r of the workpieces, capacity C of a 
processing machine, and a time T of transporting the workpieces from a manufacturer to a customer. 

A set of processing workpieces is marked as J={J1, . . . , Ji, . . . , Jn}, wherein Ji indicates the i-th 

workpiece; 

S2. setting an execution parameter of the algorithm, wherein the execution parameter includes a 

maximum number of iterations Imax, a current number of iterations I=1, a population size Q, an initial 
solution Xs of the algorithm, number top of outstanding individuals in a population, and a global 

optimal solution Xbest=Xs; 

S3. setting a neighborhood structure NK(X), wherein X indicates the initial solution, and K indicates 

a kind of the neighborhood structure. In consideration of three neighborhood structures, when K−1, 

it indicates variable neighborhood structure; when K=2, it indicates a cross neighborhood structure; 
and when K=3, it indicates an insertion neighborhood structure; 

S4. initializing a population individual set s in a local search; and considering individuals totally, 

wherein the j-th individual in the I-th generation of populations is defined as Xj1={xj1I, xj2I, . . . , 

xjdI, . . . , xjnI}, 1≤I≤Imax, j=1,2, . . . , Q and d=1,2, . . . , n wherein xjdI∈[1, n], indicating the xjdI-

th workpiece in the workpiece set in the d-th position of the individual XjI; 

S5. generating three initial individuals with three heuristic algorithms respectively, taking the initial 

solution as three individuals in the initial population, randomly generating the remaining individuals 

in the initial population, and selecting an optimal individual from the initial population as the initial 

solution; 

S6. selecting the neighborhood structure, defining the initial solution XsN of the neighborhood 

structure, and performing a local search strategy to the individuals in the population in the 

neighborhood structure, to improve the quality of the population individuals; 

S7. calculating a fitness value of each individual in the population respectively, thereby obtaining an 

individual Xlocal having the minimum fitness value from the population; 

S8. updating the global optimal solution of the algorithm, judging whether F(Xlocal)<F(Xbest) is 

satisfied, and assigning Xlocal to Xbest if so, wherein F(X) indicates the fitness value of the individual 

X; 

S9. updating the initial solution, judging whether F(Xlocal)<F(Xs) is satisfied, and assigning Xlocal 

to Xs if so; 
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S10. updating the initial solution of the neighborhood structure, judging whether F(Xlocal)<F(XsN) 

is satisfied, and assigning Xlocal to XsN if so; 

S11. assigning I+1 to I, judging whether I≤Imax is satisfied, performing step S12 if so, otherwise, 

performing step S13; 

S12. judging whether XsN is updated, returning to step S6 if so, otherwise, assigning K+1 to K; and 

if K>3, setting K=1, and returning to step S6; and 

S13. completing the execution of the algorithm. 

The at least one output unit 202 is configured to output the fitness value of the global optimal solution 

Xbest and a group batching scheme corresponding to the workpiece, 

Optionally, the step of generating three initial individuals with three heuristic algorithms respectively, 

taking the initial solution as three individuals in the initial population, randomly generating the 

remaining individuals in the initial population, and selecting an optimal individual from the initial 

population as the initial solution in step S5executed by the at least one processing unit 201 includes: 

Step S51: defining a variable J=1; 

Step S52: judging a value of the variable j, and performing step S53 when the value is equal to 1; 

performing step S54 when the value is equal to 2; performing step S55 when the value is equal to 3; 
and performing step S56 when the variable has other values; 

Step S53: sorting all workpieces in the workpiece set J={J1, . . . , Ji, . . . , Jn} according to the arrival 

times thereof in a non-decreasing manner, and taking the sorted workpiece set J′ as the individual Xj1 

in the initial population; 

Step S54: sorting all workpieces in the workpiece set J={J1, . . . , Ji, . . . , Jn} according to the 

processing times thereof in a non-decreasing manner, and taking the sorted workpiece set J′ as the 

individual Xj1 in the initial population; 

Step S55: sorting all workpieces in the workpiece set J={J1, . . . , Ji, . . . , Jn} according to the 

processing times thereof in a non-increasing manner, and taking the sorted workpiece set J′ as the 

individual Xj1 in the initial population; 

Step S56: sorting all workpieces in the workpiece set J={J1, . . . , Ji, . . . , Jn} randomly, and taking 

the sorted workpiece set J′ as the individual Xs1 in the initial population; 

Step S57: assigning j+1 to j, judging whether j≤Q is satisfied, returning to step S52 if so, otherwise, 

completing the population initialization; and 

Step S58: selecting the individual having the best quality according to the initial population, and 

assigning the individual to the initial solution Xs. 

Optionally, the step of selecting the neighborhood structure in step S6, executed by the at least one 

processing unit 201, includes: 

Step S61: defining variables Xtemp and XsN, wherein the meanings of all elements of the two 

variables are the same as those of the initial solution Xs; and assigning Xs to Xtemp; 

Step S62: judging a value of a variable K, performing step S63 if the value is equal 1; performing 

step S64 if the value is equal to 2; and performing step S65 if the value is equal to 3; 

Step S63: defining a variable x′, randomly selecting an element xrandom in Xtemp, assigning the 

value of xrandom to x′, randomly generating an integer m within a range [1, n], replacing the value 

of xrandom with m, and meanwhile, replacing the value in Xtempand another element value which 

is the same as m with x; 

Step S64: selecting two elements in Xtemp randomly, and exchanging the two elements; 

Step S65: selecting two elements in Xtemp randomly, and inserting one element into a next position 

of the other element; and 

Step S66: assigning transformed Xtemp to XsN, as the initial solution of the neighborhood structure. 



International Journal of Science Vol.7 No.1 2020                                                             ISSN: 1813-4890 

 

27 

 

Optionally, the step of performing a local search strategy to the individuals in the population in the 

neighborhood structure in step S6, executed by the at least one processing unit 201, includes: 

Step S61′: defining that a variable StopI indicates the individual with top quality of the stored 

population quality, Nother indicates the number of other remaining individuals of the population SI, 

SleastI indicates a set of other remaining individuals of the stored population SI, Nc indicates the 

number of variation individuals, Nr indicates the number of random individuals, and SrI indicates a 

set of the stored random individuals; 

Step S62′: with regard to the population SI−1, assigning the individual with top fitness in the 

population to StopI and assigning the remaining individuals to SleastI; 

step S63′: taking a remainder obtained by dividing the number of iterations I by Nother, assigning the 

remainder to Nc, and setting Nc−1 if Nc−0; 

Step S64′: selecting an individual from SleastI randomly, generating two positions rand1 and rand2 

randomly with regard to the individual, and rand1≠rand2, and performing symmetric exchange 

processing to an element of the individual between the two positions; 

Step S65′: repeating step S64′, until selecting Nc different individuals for corresponding variation 

operation; 

Step S66′: judging whether the current generation of neighborhood structure is the same as that of the 

previous generation, generating Nr individuals randomly if so, and storing in Sr, otherwise, 

performing step S67′; 

Step S67′: randomly selecting two elements in the initial solution XsN of the neighborhood structure, 

exchanging the two elements to generate a new individual, repeating such operation until generating 

Nr individuals, and storing the individuals in Sr; and 

Step S68′: assigning all individuals in StopI, Sc and Sr to SI respectively, as the regenerated 

population of this generation. 

Optionally, the step of calculating the fitness value of the individual in step S7, executed by the at 

least one processing unit 201, includes: 

Step S71: placing the first undistributed workpiece in a workpiece sequence of the individual X in 

the first existing batch capable of accommodating the workpiece, creating a new batch with a capacity 

of C if each existing batch cannot accommodate the workpiece, and placing the workpiece in the new 

batch; 

Step S72: repeating step S71, until all workpieces in the individual X are distributed to the 

corresponding batch, and obtaining a workpiece batch set B={B1, . . . , Bi, . . . , Bl}, wherein l 

indicates the number of the batches; 

Step S73: sorting the workpiece batches in the batch set obtained in step S72 according to the arrival 

times of the workpiece batches in a non-decreasing manner, and obtaining a sorted batch set 

B′={B′1, . . . , B′i, B′l}, wherein B′l indicates the workpiece batch processed in the l-th position in a 

processing machine; 

Step S74: defining a variable Cmax=0, which indicates a time required by a manufacturing span, 

circulating a variable j=1, and marking the processing time of the workpiece batch B′i in the batch 

set B as PiB′ and the arrival time as riB′; 

Step S75: judging whether the current Cmax≤rjB′ is satisfied, assigning rjB′|PjB′ to Cmax if so, 

otherwise, assigning Cmax+PjB′ to Cmax; 

Step S76: assigning j+1 to j, judging whether j<l is satisfied, returning to step S75 if so, otherwise, 

assigning CmaxT to Cmax; and 

Step S77: taking Cmax value finally obtained in step S76 as the fitness value of the individual X. 
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4. Computer Readable Storage Medium 

In a third aspect, an embodiment of the present design provides a computer readable storage medium. 

The storage medium stores at least one instruction which is loaded and executed by a processor to 

realize the above scheduling method. 

The embodiments of the present design can obtain the approximate optimal solution in regard to a 

coordinated batch scheduling problem of production and transportation in the case of a manufacturer 

single machine based on a differential workpiece, so that an enterprise can make full use of production 

resources to the greatest extent, thereby reducing the production cost and improving enterprise service 

level and customer satisfaction level. 

5. Innovation Of This Design 

The job shop scheduling system based on improved variable neighborhood search and differential 

evolution algorithms, introduced by the present embodiment, is a system that could perform the job 
shop scheduling method based on improved variable neighborhood search and differential evolution 

algorithms in the embodiment of the present design. Therefore, on the basis of the job shop scheduling 

method based on improved variable neighborhood search and differential evolution algorithms 

introduced in the embodiment of the present design, those skilled in the art can know the specific 

implementation of the job shop scheduling system based on improved variable neighborhood search 

and differential evolution algorithms in the present embodiment and various variation forms. 

Therefore, no detailed introduction is given to the point on how the job shop scheduling system based 

on improved variable neighborhood search and differential evolution algorithms realizes the job shop 

scheduling method based on improved variable neighborhood search and differential evolution 

algorithms in the embodiment of the present design. As long as those skilled in the art implement the 
system adopted by the job shop scheduling method based on improved variable neighborhood search 

and differential evolution algorithms in the embodiment of the present design, such system belongs 

to the scope to be protected by the present application. 

An embodiment of the present design further provides a computer readable storage medium. The 

storage medium stores at least one instruction which is loaded and executed by a processor to realize 
the above scheduling method. 
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