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Abstract 

Aiming at the problems of low detection accuracy and poor recognition ability of small target, 

a small target detection technology based on improved Faster R-CNN is proposed. Based on 

Faster R-CNN algorithm, the structure of feature extraction network VGG16 is improved. By 

adjusting the network model and fusing the output features of the convolution layer, different 

levels of semantic information are obtained. The feature extraction ability of small target is 

enhanced. At the same time, the RPN network anchor size ratio is redesigned. K-means 

algorithm is used to cluster the data and select more suitable anchors. We can obtain the size 

of candidate frame accurately matched to small targets, which is conducive to improve the 

detection effect of small targets. The experimental results on dota dataset show that the 

proposed algorithm has good performance for small target detection, and the average accuracy 

is about 5% higher than the original Faster R-CNN, which verifies the superiority of the 

algorithm. 
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1. Introduction 

With the rapid development of deep learning technology, more and more target detection and 

recognition technologies have been developed, and become a hot research object. Girshick et al. 

Proposed a regional convolution neural network (R-CNN). On the VOC 2012 dataset, the average 

accuracy of target detection reaches 53.3% [1]. On this basis, fast r-cnn and fast r-cnn have been 

proposed [2-3]. Small target detection technology is a difficult and hot topic in the field of target 

detection. Small target objects account for a small proportion in the image, with low resolution, rough 

contour and noise interference. Small targets in the image contain less information, which is easy to 

be confused with background information, and the training data is difficult to mark. The features 

extracted by the detection technology based on deep learning are weak, which can easily lead to 

missing or false detection, and the detection accuracy is very low [4-7]. The existing target detection 

algorithms can not effectively solve the existing problems. This paper proposes a small target 

detection algorithm based on improved fast r-cnn. Aiming at improving the accuracy and speed of 

small target detection, the following improvement strategies are proposedOrganization of the Text: 

(1) The feature expression ability of small target is enhanced. The output features of the convolution 

layer in the feature extraction network VGG16 are fused, and the combined features are reduced in 

dimension, and then classified and regressed. The essential reason for the low accuracy of small target 

detection is that the feature extracted by neural network is weak. Feature fusion is used to enhance 

the feature extracted by feature network. 

(2) Redesign the size and number of Anchors. Based on K-means algorithm, the data is clustered and 

analyzed, and anchors are redesigned. Choosing more suitable anchors will have better detection 

effect. 
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2. Basic Structure and Principle of Faster R-CNN 

Faster R-CNN is developed from the original r-cnn framework, and is currently the most widely used 

in the field of target detection [8]. Traditional algorithms such as opencv AdaBoost use sliding 

window and image pyramid network to generate candidate frames, and r-cnn uses selective search 

method to generate candidate frames. These methods are time-consuming and time-consuming [9]. 

Fast r-cnn abandons the traditional method, directly uses the region proposal network (RPN) to 

generate candidate frames, and integrates feature extraction and RPN into a network model. The 

network shares convolution layer for feature extraction to reduce redundant candidate frames, 

significantly shorten the generation time of candidate frames, and greatly improve the speed. This is 

fast The huge advantage of r-cnn. The basic structure of fast r-cnn network model is shown in Fig. 1, 

which is mainly divided into four parts : 

(1) Shared convolution layer: it is composed of a set of basic convolution, relu function, pooling, etc. 

the shared convolution layer extracts features from the image, and the feature map is shared by the 

subsequent RPN network and full connection layer. Generally, VGG16 network is used, and more 

target features can be obtained by deep network layers, which has better detection effect for small 

targets. 

(2) RPN: RPN network is used to batch generate candidate frames and set candidate anchors on the 

feature map. According to softmax classification, which anchors are positive examples with targets 

and which are negative anchors without targets are judged. Then, the candidate boxes corresponding 

to anchors are modified by bounding box regression to obtain more accurate coordinates. 

(3) ROI Rooling: the ROI Rooling layer integrates the feature map and candidate frame information, 

maps the input candidate frame data of different sizes to a fixed scale candidate frame feature vector, 

transforms it into data of uniform size, and sends it to the full connection layer for classification and 

regression judgment. 

(4) Classification: calculate the candidate feature map, determine the target category, and obtain the 

final accurate position of the candidate box through bounding box expression. 

feature maps

Region Proposal Network
RoI pooling

Classification

Conv layers  

Fig.1 Basic structure of Faster R-CNN Network model 

 

3. Research on improved small target detection technology 

3.1 Feature Extraction Network VGG 

VGG16 network has 13 convolution layers, 4 maximum pooling layers, 3 full connection layers and 

softmax layers. The convolution layer uses 3 × 3 convolution kernel, and extracts the input image 

features by sharing convolution. The network structure is shown in Fig. 2. 

The 13 convolution layers and 4 pooling layers can be divided into five parts. The first part includes 

two layers of convolution layers and one maximum pooling layer. The two convolution layers contain 

64 convolution kernels with the size of 3 × 3, the step size of 1, the maximum pooling window of 2 

× 2 and the step size of 2. The second part, the third part, the fourth part and the fifth part are basically 

the same. The difference is that the number of convolution kernels in the convolution layer increases 

exponentially, and other parameters remain unchanged. After the fifth part pooling, connect the three 

full connection layers. The first two fully connected layers have 4096 eigenvalues, and the third layer 
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has 1000 eigenvalues. The last layer of the network is the softmax layer for classification, which is 

mainly used to calculate the probability of a certain category of objects in the input image. 
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Fig. 2 VGG16 network structure 

 

Faster R-CNN network has a serious problem of missing detection for small objects, especially for 

the small targets among a large number of objects. The real size of the small target is too small, 

usually only contains dozens or fewer pixels, or the proportion of the target in the whole image is 

small due to the shooting distance. Because the scale of small targets in the image is relatively small, 

the features of these small targets are extracted through multiple convolution pooling layers of 

VGG16. VGG16 contains four pooling layers, so the generated feature map is only 1 / 16 of the 

original image scale. Therefore, when these feature maps are sent to the subsequent RPN network, 

due to the small target pixels are too few, the target space information is relatively small, so through 

the subsequent classification When regression layer is used, it will cause missing detection or 

decrease recognition effect. 

As shown in Fig. 3, the output features of the convolution layer in VGG16 are fused. Firstly, the RPN 

network generates candidate frames, and the ROI pooling layer synthesizes the feature map and 

candidate frame information, and maps the input candidate frame data of different sizes to a fixed 

scale candidate frame eigenvector, and transforms it into data of uniform size. Secondly, this result 

is mapped to the third, fourth and fifth parts of VGG. The feature map is shared for the subsequent 

RPN layer. At this time, the candidate frame contains the feature information of the third, fourth and 

fifth parts, and then the ROI pooling process is performed to obtain the candidate frame feature vector 

with fixed scale. Then, the feature information of the third, fourth and fifth layers is normalized to 

improve the convergence speed of the network, and these information are combined in the channel to 

improve the calculation efficiency of the fitting process. Finally, the dimension of the merged feature 

information is reduced, and the 1 × 1 convolution kernel is used to send the final feature vector to the 

full connection layer for classification and regression judgment. The parameters generated by network 

training are generated by the full connection layer. There are three layers of full connection layer in 

VGG network, so too many network parameters will increase the amount of calculation, and it is easy 

to produce over fitting phenomenon. In order to reduce the size of the network, save the cost of 

calculation, and do not affect the extracted high-level semantic information, we modify the three-

layer full connection layer. Finally, the two full connection layers are replaced by a full connection 

layer with 1024 features, and other parameters remain unchanged. This improvement significantly 

reduces the network size, reduces the number of network parameters, and reduces the detection time 

under the premise of ensuring the detection accuracy. 

The essential reason for the low accuracy of small target detection is that the feature extracted by 

neural network is weak. By using the method of feature fusion, the output features of the third, fourth 
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and fifth parts of the VGG16 network are fused. The features of different levels are fused, and the 

semantic information of different levels is obtained at the same time of prediction. The features 

extracted from the feature network are enhanced The feature expression ability of small target. Using 

the fusion features to detect small targets, and adjust the network model, reduce the number of 

parameters, significantly improve the detection accuracy and detection time. 
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Fig. 3 improved VGG network work flow chart 

 

3.2 Size and Quantity Design of Anchors 

In RPN network, anchors correspond to (128,256,512) three scales and (1:1, 1:2, 2:1) three aspect 

ratios. These scales are reasonable for general object detection. However, for small targets, the size 

of the target marked on the original image is too large, which will cause the size of candidate frame 

unable to adaptively and accurately match with the small target in the image As a result, the effect of 

small target detection is not obvious, and the performance of the network can not meet the 

requirements. In addition to the scale and aspect ratio of anchors, the number of anchors also has an 

important impact on the detection accuracy. In order to meet the accuracy requirements of small target 

detection task, this paper redesigns the size and number of anchors, so that the network has a better 

detection effect for small targets within the scope of anchors. Through the cluster analysis of the 

sample data set of the training model, the anchor size is obtained, and the candidate frame size which 

can accurately match the small target is obtained. In this paper, the K-means clustering algorithm is 

selected for the experiment. The process of K-means clustering algorithm is as follows: 

(1) K samples were randomly selected as cluster centers in the data set. 

(2) For each other sample in the data set, the distance to the cluster center is calculated, and it is 

divided into the cluster centers with the nearest distance. 

(3) For all samples in each category in the dataset, the center position of each category is recalculated 

and the new cluster center is relocated. 

(4) Root out the new cluster center and repeat steps (2) and (3) until the cluster center is no longer 

changed. 

Table 1 Cluster Center Size and Aspect Ratio of Candidate Frames 

Numeber 1 2 3 4 

Length 40 20 23 18 

Width 40 40 69 72 

Ratio 1:1 1:2 1:3 1:4 
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The above algorithm is used to cluster the DOTA data set, and 12 clustering centers are obtained. The 

target size of the data set is mainly concentrated between 30-80 pixels. 12 anchor points are obtained 

from the statistics of the cluster center size and aspect ratio of candidate frames. The information 

statistics are shown in Table 1. 

In order to meet the size requirements of small target samples in the dataset, the size of candidate 

frames for prediction is determined to be 32 and 64 pixels, and the aspect ratio is 1:1, 1:2, 1:3, 2:1, 

3:1, 4:1, 1:4. Using the new anchors to train the network is conducive to fully learning the 

characteristics of small objects and improving the effect of small target inspection. 

4. Experiment and Analysis 

4.1 Data Set 

The DOTA dataset is an aerial image data set produced by simultaneous interpreting and Remote 

Sensing Laboratory of Wuhan University and Huazhong University of Science and Technology 

Telecom school. Aerial images from different sensors and platforms include 15 categories and 2806 

aerial images. Different from other traditional data sets, the image scale of DOTA data set varies 

greatly, and a small area may contain many dense small targets. Because of the particularity of the 

shooting angle, most of the images in the dataset are small targets, with only dozens or even a few 

pixels. Therefore, it is very suitable for the small target detection task data set, which can well measure 

the effect of the improved fast r-cnn algorithm for small target detection. 

4.2 Training and Parameter Assessment 

The training environment is based on ubuntun16.04, tensorflow-gpu1.10.0, python 3.5, cuda9.0, 

nvidla geforce GTX 1080 Ti, Intel i5-4210 CPU, 8G memory 

In order to optimize the parameters of the network, a rotation iterative training method is used to train 

on the basis of the trained model (improved VGG). The training process was completed on GTX 

1080ti, and the optimization method was SGD. 

Similar to other target detection tasks, precision, recall, accuracy, loss value, AP and map are used as 

parameters for evaluation. 

                                                             (1) 

                                                          (2) 

                                               (3) 

4.3 Experimental Results and Analysis 
4.3.1 Loss value analysis 

 

Fig. 4 Change of loss value before and after change 
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The loss function and simulation results in the improved model training are shown in Fig. 4. The left 

figure shows the convergence chart of the loss value before the improvement, and the right figure 

shows the change chart of the loss value after the improvement. The data includes 15 categories. Take 

1500 pictures as the training set and 500 as the test set. Normalize the samples to avoid over fitting. 

From the change trend of the loss value of the former 80K iterations, the convergence speed of the 

loss value after the improved algorithm becomes faster, the curve tends to be stable gradually, and 

there is no over fitting phenomenon. When the training iteration reaches about 20K, the curve reaches 

stability, and the average loss function value reaches 0.05. The improved algorithm model shortens 

the time for curve to reach stability, and the accuracy is also significantly enhanced. 

4.3.2 Analysis of accuracy and recall 

In this paper, PR (precision recall) curve is used as the evaluation performance index, and the recall 

rate is taken as the x-axis and the accuracy coordinate is as the y-axis. Fig. 5 visually shows the recall 

rate and accuracy rate of the model on the training samples, and the area under the PR curve and the 

coordinate axis represents the average accuracy. 

 

Fig. 5 PR curve of harbor and aircraft before and after improvement 

 

Figure 5 selects the PR curves of harbor and aircraft in the data category. The recall value is not 

strictly increasing, and the overall trend of the curve is downward. Compared with the PR curve 

before and after the improvement, the precision decreases with the increase of recall. The recall of 

the front harbor reaches the equilibrium point at 0.5, the recall of the improved harbor reaches the 

equilibrium point at 0.7, the recall of the aircraft before the improvement reaches the equilibrium 

point at 0.6, and the recall of the improved aircraft reaches the equilibrium point at 0.8. The AP value 

after the improvement is larger than that before the improvement, and the model detection 

performance is good. 

4.3.3 Model experiment results and comparative analysis 

 

Table 2 Cluster Center Size and Aspect Ratio of Candidate Frames 

Network Model mAP FPS 

Faster R-CNN 68.77 5 

YOLO 56.9 45 

Improved Faster R-CNN 73.67 7 

 

From Table 2, the improved Faster R-CNN model has the highest map value, the model detection 

performance is relatively good, and the number of frames per second is relatively high, which can 

extract more features of the target Compared with YOLO, although the FPS of YOLO is high and the 

running time is short, the performance of YOLO detection is poor, and the recognition rate of small 

targets is low. Generally speaking, the improved Faster R-CNN model has the best comprehensive 

performance in small target detection, which is better than most mainstream detection algorithms. 
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Fig. 6 Example of improved algorithm model detection effect 

5. Conclusion 

This paper proposes a small target detection algorithm based on improved Faster R-CNN. Based on 

the original Faster R-CNN network, a series of improvement and optimization are carried out. Firstly, 

the output features of the convolution layer in the feature extraction network VGG16 are fused. It can 

achieve the purpose of enhancing the feature extraction ability of small target. At the same time, the 

VGG16 network structure is updated to reduce the network size without affecting the ability of feature 

extraction. Secondly, K-means clustering analysis is used. The size and number of anchors are 

redesigned to make the candidate frames corresponding to anchors better match the small targets in 

the image. The detection accuracy of small target is further improved. Through the experimental 

analysis on dota data set, the detection accuracy of small objects in the image has been significantly 

improved, which verifies the effectiveness and feasibility of the improved Faster R-CNN. 
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