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Abstract 

With the continuous development of mobile sensing technology and the wide application of 

positioning technology (GPS and Beidou system, GSM positioning, wireless indoor positioning, 

etc.), the technologies of Internet and Internet of Things have penetrated into all aspects of life. 

We have gathered more and more trajectory data. The trajectory data provides a basis for 

understanding the activity characteristics of urban people's life and work, evaluating urban 

governance measures, and providing decision support for optimizing urban layout and 

improving traffic facilities. In this paper, we study the personalized movement model and 

trajectory prediction method based on urban multi-source data. The problem of data sparsity 

will be solved by using the user's own historical trajectory and group trajectory data in a 

balanced manner. Besides, we integrate the urban multi-source data to improve the granularity 

and accuracy of trajectory prediction. 
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1. Introduction 

Location based services (LBS) are imperceptibly changing people's lives, such as road navigation, 

location query, real-time traffic query and so on. Trajectory prediction is an important modular for 

location-based services. According to accurate trajectory prediction, it can provide users with many 

services, such as urban traffic scheduling and congestion avoindance; applications at smart home 

which adjusts the environment (heating, cooling, ventilation, etc.) according to the specific time when 

users go home; accurate advertisement for specific user groups; costs reduction; revenue 

improvement with accurate advertisement, and so on. 

According to the granularity of prediction, trajectory prediction can be divided into destination 

prediction, long-time trajectory prediction, short-time trajectory prediction and so on. Destination 

prediction is to predict where users will go in the future according to several places with historical 

data. The granularity of this kind of prediction problem is relatively coarse. Hence, it is relatively 

easy. Short time trajectory prediction is to predict the position of objects in real time according to the 

current speed and direction of cars or pedestrians, combined with the width and direction of the roads. 

This fine-grained trajectory prediction is mainly applied to object anti-collision, but this method is 

not suitable for long-time trajectory prediction. 

In the long-time trajectory prediction, the trajectory patterns are mainly determined by users' 

historical trajectory records (for example, a user often goes to a supermarket after work, and then 

goes home). In the process of predicting future trajectory, finding the user's travel pattern, estimating 

the location of the next few moments, or building a probability model (Markov chain Hidden Markov 

chain, etc.) is applied to describe the user's travel status and predict the location distribution 

probability in the next few moments according to the user's location status in the previous moments. 

The method based on user travel mode needs to mine the mode at first, and then find the matching 

mode during the process of prediction. Those methods are time-consuming. In the probabilistic 

Markov chain, the order of Markov chain is also difficult to determine. In addition, the traditional 
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trajectory prediction methods will encounter the problem of data sparsity in personalized trajectory 

prediction. The main reason is that the active area of a single user is limited. For example, in a city, 

the number of roads a user often passes through is very small. In the process of training the model 

according to the user's own trajectory data and making personalized trajectory prediction, if the user 

appears in a strange environment, the prediction model will fail. 

In order to solve the shortcomings of existing trajectory prediction methods, this paper will discuss 

the personalized movement model based on Long and Short Term Memory cycle neural network 

(LSTM), and propose a trajectory prediction method based on the LSTM. In the process of 

personalized movement modeling, we will encounter the problem of data sparsity. In order to solve 

the sparsity problem, a separate module will be trained by using the trajectories of all users, and the 

module will be used as an input of each user's separate model. When making trajectory prediction in 

an unfamiliar area of the user, the module can predict the user's trajectory according to the trajectory 

mode of the other users. In addition, traditional trajectory prediction methods generally only consider 

historical trajectory data. However, there are many relevant data that can be obtained in cities, such 

as POI (point of interest), air quality, weather, working days, etc. These factors will affect the travel 

mode of the users. Therefore, using urban multi-source data will help to improve the prediction 

accuracy. The model based on LSTM will be extended to integrate urban multi-source trajectory data 

so as to establish a more accurate personalized prediction model. 

2. Research State and Future Development Tendency 

A lot of work has been done for the analysis and application of trajectory data. We have conducted 

extensive and in-depth research on trajectory data and related technologies. The research status and 

dynamic analysis are as follows. 

2.1 Research on trajectory pattern mining method 

Pattern mining is to analyze the motion patterns of one or more moving objects. Possible motion 

patterns include gathering / group patterns [1-3], sequential patterns [4], periodic patterns [5,6], etc. 

If each track is regarded as a sequence, a sequential pattern is usually defined as a subsequence, so 

that at least one track contains this subsequence. Zheng et al. [2] studied the problem of mining 

sequential patterns of semantic trajectories. This method, called SPLITTER, is divided into two steps 

to find fine-grained sequential patterns. The SPLITTER first gathers the trajectories near the same 

geographical location to find the coarse-grained pattern, and then a top-down model is used to split 

the coarse-grained model into the required fine-grained model. Periodic pattern is another common 

pattern that is very important to understand the behavior of moving objects. Li et al. [5,6] considered 

the problem of mining periodic patterns, and used reference location points and probability models 

to mine periodic motion behavior respectively. 

2.2 Research on annotation method of trajectory 

How to segment a whole trajectory into multiple related parts and label them respectively is an 

important research topic. Many work has proposed various trajectory segmentation methods and 

semantic annotation methods. Literature [7] uses hidden Markov model to divide the equipment 

trajectory sequence into two states: stationary and moving according to the action type. Literature [8-

10] propose and use different analysis methods to divide the trajectory data into migration part and 

resident part, so as to improve the effect and performance of labeling, searching and querying in each 

part of the trajectory. 

It is proposed that by analyzing the mobile phone radio signals received by different signal towers, 

the user's moving trajectory can be marked as various states such as stationary, walking, driving and 

so on. Using the GPS trajectory data of taxis and the actual geographic information such as road 

network, we can first find the suspended trajectory points through the stop state detection algorithm, 

so as to divide the trajectory into multiple segments, and then use the probability Classification Model 

and semi hidden Markov model to model the local change characteristics and long-term driving 

characteristics of the track respectively, and finally labels them as idle, busy or stop. In some studies, 
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people's daily movement trajectory is randomly divided into multiple segments, and their motion 

features such as speed, direction change rate and speed change are extracted respectively. The 

calculated motion features are input into the decision tree for training, and they are marked with 

driving, cycling, bus taking and walking according to the traffic mode. 

2.3 Research on trajectory prediction method 

According to the time scale of the prediction, trajectory prediction is divided into short-time 

prediction and long-time prediction. Short-time prediction is mainly based on the current position and 

speed of the object to establish a physical model to predict the movement of the object in a short time. 

Literature [11] establishes a vehicle motion model to predict the vehicle trajectory according to the 

current speed, direction and road width. Literature [12] uses LSTM neural network to model 

pedestrians in crowded space and predict personalized pedestrian trajectory. These short-term 

trajectory prediction are mainly applied in the field of automobile or robot anti-collision, which makes 

decisions by predicting the movement of other objects around to prevent collision. 

With the popularity of mobile phones, there are more and more check-in data with geographical 

location provided by social networks. Many studies predict the trajectory of users based on these 

social network check-in data. In literature [13-15], trajectory prediction is carried out according to 

the mode of users' daily trajectory data with the social status of users in social networks. 

The check-in data of social networks often contain some semantic information, which often helps to 

improve the accuracy of prediction. The accuracy of prediction can be improved by predicting the 

category of the place (such as cinema, hospital, etc.) that the user will visit next, and then predicting 

the specific location of the place. It can also be used to capture the landmarks passing through the 

track, extract the activities corresponding to the trajectory, and then predict the trajectory. 

3. Trajectory prediction method based on urban multi-source data 

3.1 Urban multi-source data acquisition and preprocessing 

First, we have to collect urban multi-source data, including weather, air quality, POI, trajectory, etc. 

Weather conditions, air pressure, temperature, humidity, etc. Air quality includes PM2.5, PM10, etc. 

The missing air quality and weather conditions also need to be interpolated and normalized. The 

trajectory data is divided first. For example, if the time interval between two adjacent trajectory points 

is long, it needs to be divided into two independent trajectory. Besides, the GPS abnormal points of 

the trajectory are needs to be deleted. Then, each trajectory is mapped to the road network, and the 

GPS position is corrected according to the road network to eliminate the impact of GPS offset. 

Data sources for trajectory include more and more government open data sets and multi-source data 

accessible through open channels, such as remote sensing data, check in data, traffic road condition 

data, POI data and WiFi distribution data. All the data forms urban multi-source data sets in our 

method. It includes obtaining trajectory data from vehicle GPS and smart phones, air quality data 

from air monitoring stations, weather data from the National Meteorological Administration, and POI 

data from map websites such as sky map. These data are stored in the corresponding system, and will 

be preprocessed. Besides, he trajectory data are semantically annotated, so that these data can be 

applied in trajectory prediction. 

3.2 Trajectory prediction model based on urban multi-source data 

Traditional trajectory prediction methods will encounter the problem of data sparsity in personalized 

trajectory prediction, because the area of a single user is limited. For example, in a city, the number 

of roads a user often passes through is very small. Hence, we explore the complex correlation 

mechanism between urban multi-source data and trajectory data, propose the fusion model of urban 

multi-source data and trajectory data, and establish the balance mechanism between personalization 

and data sparsity. The trajectory prediction model mainly includes two parts: General LSTM and 

individual LSTM. First, use the trajectory data of all users to train the general LSTM model, and take 

the trained model as a module of the individual LSTM. Then, for each user, we use their own 
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trajectory data to train the individual LSTM model. It should be noted that the previously trained 

general LSTM does not need a gradient descent learning process. 

3.3 Trajectory prediction method based on urban multi-source data 

This paper studies the problem of trajectory prediction, design and implementation of a trajectory 

prediction method based on LSTM neural network, and provides trajectory prediction services 

upward. First, a general LSTM model can be trained using the trajectory data of all users. The input 

of the model includes two types of data. One is the data that changes rapidly with time, including 

trajectory points, the number of POIs around trajectory points, semantically labeled labels, etc; The 

other is the data that does not change rapidly with the increasement of trajectory points (weather, air 

quality, etc.). 

Since the weather and air quality data are generally coarse-grained and will not change rapidly with 

the increase of trajectory points, they can be considered as static data. In the model, the influence of 

static data on all trajectory points is the same. For example, in fog and the other weather, the driving 

speed of cars is generally slower than usual. Therefore, in the model, these static data only act on 

each gate of LSTM. 

In the model, we only input the value of one position in the sequence at each time. The general LSTM 

model can set the input number of trajectory points at one time. The more the number, the better the 

prediction effect of the model. Finally, the results of trajectory prediction can be used in a variety of 

applications, such as accurate advertisement, smart home, traffic scheduling and so on. 

4. Conclusion 

Trajectory data records the position sequence with time mark left by the objects (such as cars, people, 

etc.) in the process of moving. Trajectory big data has become an important kind of big data with 

stable sources and easy access. This paper focuses on long-time trajectory prediction. Traditional 

trajectory prediction methods encounter the problem of data sparsity in personalized trajectory 

prediction. In order to solve the sparsity problem, POIs, air quality, weather, working day and other 

relevant data that can be obtained in cities are selected. These multi-source data is helpful to improve 

the prediction accuracy. This paper extends the model based on LSTM, integrates urban multi-source 

trajectory data, and establishes a more accurate personalized trajectory prediction model.  
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