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Abstract	

This	paper	puts	 forward	an	 innovative	method	of	Chinese	 legal	 text	mining,	which	 is	
abbreviated	as	CLTM.	This	method	contains	two	main	functional	components.	The	first	
part	 is	Chinese	 legal	 text	segmentation	based	on	 innovative	mode,	 the	second	part	 is	
Chinese	legal	text	mining	based	on	innovative	TF‐IDF.	Part	I	includes	word	segmentation	
method	and	UDT	(User	defined	Thesaurus)	of	CLTM.	The	first	part	uses	an	 innovative	
and	 improved	 method	 to	 segment	 Chinese	 legal	 texts,	 which	 greatly	 improves	 the	
accuracy	of	Chinese	legal	text	segmentation.	The	second	part	uses	innovative	TF‐IDF	to	
implement	 Chinese	 legal	 text	 mining,	 which	 greatly	 improves	 the	 accuracy	 and	
robustness	of	Chinese	legal	text	mining.	
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1. Introduction	

Text	mainly	refers	to	the	information	structure	composed	of	certain	symbols	or	codes,	which	
can	be	expressed	in	different	forms,	such	as	language,	text,	image	and	so	on.	The	text	is	made	
by	a	specific	person,	and	its	semantics	will	inevitably	reflect	the	ideological	content	of	people's	
specific	positions,	views,	values	and	interests.	
Text	analysis[1][2][3]	means	to	go	deep	into	the	depth	of	the	text	from	the	surface	of	the	text,	
so	as	to	find	those	deep	meanings	that	can	not	be	grasped	by	ordinary	reading.	As	a	powerful	
research	method	to	explore	the	nature	of	information	content,	text	analysis	is	also	one	of	the	
common	 methods	 used	 by	 cultural	 researchers.	 In	 the	 research,	 the	 text	 analysis	 method	
studies	 the	 text	 more	 from	 the	 aspects	 of	 rhetoric	 and	 narration,	 so	 as	 to	 grasp	 the	 deep	
meaning	of	the	text	from	the	outside	to	the	inside.	
The	theoretical	resources	of	text	mining[4][5][6]	come	from	Hermeneutics	and	humanism,	and	
there	 are	 several	 different	 research	 orientations,	 such	 as	 the	 "New	 Criticism"	 method	
originated	 from	 British	 and	 American	 literary	 criticism,	 the	 semiotic	 analysis	 method	
represented	by	Roland	Barthes,	the	narrative	analysis	method[7]	focusing	on	story	analysis	and	
narrative	perspective	analysis[8],	intertextuality,	dialogue	theory	analysis	method	taking	into	
account	 the	 macro	 social	 environment	 and	 micro	 text	 deconstruction[9][10],	 Derrida's	
deconstruction	The	research	methods	of	Text	Sociology	and	the	study	of	British	culture.	
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Text	analysis	is	like	"paoding	jieniu".	Read	the	article	word	by	word,	and	carefully	interpret	its	
meaning.	From	its	theoretical	resources,	it	can	be	seen	that	text	analysis	is	more	suitable	for	the	
study	of	literature	and	narrative.	

2. CLTM	Method	

2.1 Chinese	Legal	Text	Segmentation	based	on	Innovative	Mode	
Heidegger	 said	 that	 'where	 words	 are	 broken,	 nothing	 can	 exist'.	 Unlike	 English,	 Chinese	
sentences	do	not	have	spaces	between	words,	which	blurs	the	boundaries	of	words	and	phrases.	
In	 order	 to	 make	 the	 computer	 understand	 the	 text	 more	 easily,	 the	 first	 step	 of	 Chinese	
information	processing	 is	Chinese	word	segmentation[11].	Chinese	word	segmentation	 is	 to	
add	 boundary	 marks	 between	 words	 in	 Chinese	 sentences.	 This	 paper	 uses	 innovative	
approach	to	segment	Chinese	legal	text	based	on	innovative	mode. 

2.1.1 Word	Segmentation	Method	
The	segment	component	of	CLTM	provides	four	word	segmentation	modes.	It	can	initialize	the	
word	segmentation	engine	and	use	the	method	for	word	segmentation.	When	loading	the	word	
segmentation	engine,	you	can	customize	the	thesaurus	path	and	start	different	engines.	
The	maximum	probability	method	(mpsegment),	which	is	responsible	for	constructing	directed	
acyclic	graph	and	dynamic	programming	algorithm	according	to	trie	tree,	is	the	core	of	word	
segmentation	algorithm.	
The	hidden	Markov	model	(hmm-segment)	is	based	on	the	HMM	model	built	on	the	people's	
daily	and	other	corpora	to	segment	words.	The	main	algorithm	idea	is	to	represent	the	hidden	
state	of	each	word	according	to	the	four	states	(B,	e,	m,	s).	HMM	model	consists	of	dict/hmm_	
model	Utf8.	The	word	segmentation	algorithm	is	Viterbi	algorithm.	
Mixsegment	 is	 one	 of	 the	 four	word	 segmentation	 engines	with	 better	 word	 segmentation	
results.	It	combines	the	maximum	probability	method	and	the	implicit	Markov	model.	
Querysegment	first	uses	a	hybrid	model	to	segment	words,	and	then	enumerates	all	possible	
words	in	the	sentence	for	the	longer	words	to	find	out	the	words	in	the	thesaurus.	
The	word	frequency	of	words	in	the	user	dictionary,	which	defaults	to	"Max",	 the	maximum	
value	in	the	system	dictionary.	You	can	also	select	the	minimum	value	of	"Min"	or	the	median	
value	of	 "median".	Stop	 thesaurus	used	 for	keyword	extraction.	 It	 can	also	be	used	 in	word	
segmentation,	but	 the	corresponding	path	used	 in	word	segmentation	cannot	be	the	default	
stoppath.	
Whether	to	write	the	file	word	segmentation	results	to	the	file.	The	default	value	is	No.	This	
parameter	is	used	only	when	the	input	content	is	a	file	path.	This	parameter	is	only	valid	for	
word	segmentation	and	part	of	speech	tagging.	The	maximum	index	 length	 is	 the	maximum	
number	of	possible	words	in	the	index	model.		Whether	to	check	the	code	of	the	input	file.	The	
method	checks	by	default.	
2.1.2 UDT	(User	Defined	Thesaurus)	of	CLTM	
This	method	customizes	the	user	thesaurus.	It	builds	a	word	segmentation	thesaurus	based	on	
the	transformation	of	the	deep	blue	thesaurus.	It	can	quickly	convert	the	Sogou	cell	thesaurus	
and	other	input	method	thesaurus	into	the	thesaurus	format	in	this	method.	
UDT	is	an	input	method	thesaurus	conversion	software,	which	supports	more	than	20	input	
method	 tools	 and	 Thesaurus.	 It	 includes	 Chinese	 pyim	 (Linux),	 fit	 input	 method	 (MAC),	
libpinyin	 (Linux),	MacOS	comes	with	 simplified	Pinyin,	QQ	Pinyin	 (text	 thesaurus	and	qpyd	
format	classification	Thesaurus),	QQ	Wubi,	rime	input	method	(Linux	zhongzhouyun,	windows	
xiaolanghao,	Mac	OS	moustache),	win10	Microsoft	Pinyin,	win10	Microsoft	Wubi,	baidu	Pinyin	
PC	 (text	 thesaurus,	 bdict	 format),	 Bing	 input	method,	 Cangjie	 platform,	 Google	 Pinyin,	 pole	
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Wubi,	pole	zhengma,	Lingus	thesaurus	LD2,	Pinyin	plus,	palm	input	method,	Sogou	Pinyin	(text	
thesaurus,	bin	format	backup	thesaurus	and	scel	format	cell	Thesaurus),	Sogou	Wubi,	Microsoft	
Pinyin	2010,	Xiaoxiao	input	method	(pinyin,	Wubi,	Zheng	code	and	Erpi),	Xiaoya	Wubi,	Sina	
Pinyin,	Yahoo	Qimo	input	method	(phonetic	alphabet),	Ziguang	Pinyin	(text	thesaurus	and	UWL	
format	classification	Thesaurus),	custom	format.	This	greatly	improves	the	word	segmentation	
accuracy	of	the	system	

2.2 Chinese	Legal	Text	Mining	based	on	Innovative	TF‐IDF	
TF‐IDF	 (term	 frequency	 –	 inverse	 document	 frequency)	 is	 a	 commonly	 used	 weighting	
technique	 for	 information	 retrieval	 and	 data	mining.	 It	 is	 often	 used	 to	 mine	 keywords	 in	
articles.	The	algorithm	is	simple	and	efficient.	It	is	often	used	in	the	industry	for	the	first	text	
data	cleaning.	TF‐IDF	has	two	meanings. One	is	term	frequency	(abbreviated	as	TF)	and	the	
other	is	inverse	document	frequency	(abbreviated	as	IDF).	When	there	are	TF	(word	frequency)	
and	IDF	(inverse	document	 frequency),	multiply	 the	two	words	to	get	 the	TF‐IDF	value	of	a	
word.	The	larger	the	TF‐IDF	of	a	word	in	the	article,	the	higher	the	importance	of	the	word	in	
the	article.	Therefore,	by	calculating	the	TF‐IDF	of	each	word	in	the	article,	the	top	words	are	
the	keywords	of	the	article.	For	word	w	of	document	d,	calculate	its	TF	value:	
	

ݐ ௪݂,ௗ ൌ
௡ೢ,೏
ఀೖ௡ೖ,೏

	.																																																																																						(1)	

	
݊௪,ௗ	indicates	the	number	of	times	a	word	appears	in	the	passage.	ߑ௞݊௞,ௗ	represents	the	total	
number	of	articles.	At	this	time,	a	corpus	is	needed	to	simulate	the	language	environment.	Idfi	
is	as	follows:	
	

݅݀ ௪݂ ൌ ݃݋݈ ேభ
ேమାଵ

	.																																																																																(2)	

	

ଵܰ 	represents	 the	 total	 number	 of	 documents	 in	 the	 corpus.	 ଶܰ 	represents	 the	 number	 of	
documents	containing	the	word	w.	If	a	word	is	more	common,	the	denominator	is	larger,	and	
the	frequency	of	inverse	document	is	smaller	and	closer	to	0.	The	reason	for	adding	1	to	the	
denominator	 is	 to	avoid	the	denominator	being	0	(that	 is,	all	documents	do	not	contain	this	
word).	Log	means	 to	 take	 the	 logarithm	of	 the	obtained	value.	 It	can	be	seen	 that	TF‐IDF	 is	
directly	proportional	to	the	number	of	occurrences	of	a	word	in	the	document	and	inversely	
proportional	to	the	number	of	occurrences	of	the	word	in	the	whole	language.	Therefore,	the	
algorithm	for	automatically	extracting	keywords	is	very	clear.	It	is	to	calculate	the	TF‐IDF	value	
of	each	word	of	 the	document,	and	then	arrange	 it	 in	descending	order,	 taking	 the	 first	 few	
words.	
IDF	is	calculated	in	the	document	set,	but	the	distribution	of	different	classes	in	the	document	
set	 is	 uneven.	 For	 example,	 100	 food	 articles	 and	 1000	 lipstick	 articles	 form	 a	 document	
collection.	According	to	the	definition	of	traditional	IDF,	"food"	IDF	will	be	larger	than	"lipstick"	
because	there	are	many	fewer	food	articles.	But	in	fact,	it	is	no	more	important	than	"lipstick",	
but	 there	 are	 too	many	 articles	 containing	 "lipstick".	 Based	 on	 this,	 this	 paper	 proposes	 an	
innovative	scheme:	
	

݅݀ ௪݂ ൌ ݃݋݈ ேభ
ேమାଵ

݃݋݈	 ௣ೢା଴.଴ଵ

௉ೢ ା଴.଴ଵ
	.																																																																		(3)	

	
௪݌ 	indicates	 the	 frequency	 of	 the	 feature	word	w	 in	 the	 current	 category,	 ௪ܲ 	indicates	 the	
frequency	of	the	feature	word	w	in	other	categories.	The	IDF	is	calculated	as	it	can	also	be	seen	
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that	the	ratio	of	the	frequency	of	occurrence	in	the	current	class	to	that	in	other	classes	is	used	
to	measure	the	importance	of	a	word.	0.01	is	to	prevent	it	from	 ௪ܲ	being	0.	

3. Conclusion	

Based	on	the	characteristics	of	Chinese	legal	text,	this	paper	implements	an	innovative	Chinese	
legal	text	mining	method	based	on	this	scheme.	Based	on	the	weakness	of	TF‐IDF,	according	to	
the	 characteristics	 of	 Chinese	 legal	 text,	 an	 innovative	 algorithm	 is	 proposed.	 The	 specific	
improvement	strategies	are	as	follows.	This	article	is	looking	for	category	keywords.	Obviously,	
a	word	appears	a	lot	in	this	category	and	less	in	other	categories.	This	article	wants	to	find	the	
keywords	of	different	contents	under	the	same	category.	Obviously,	it	should	focus	on	the	less	
words	under	the	category.	For	example,	"eating"	is	very	important	in	distinguishing	between	
food	and	makeup,	but	if	it	is	all	about	food,	"eating"	is	meaningless.	Its	core	idea	is	as	follows.	
Specify	 the	basis	 for	dividing	 the	content	 set,	 and	 then	select	 the	most	 important	 factors	 to	
weight	the	keywords.	The	unsupervised	neural	network	method	will	be	tried	later.	IDF	is	also	
suitable	 for	exposing	keywords	when	extracting	content	keywords	unsupervised.	Tagging	 is	
done	based	on	a	given	keyword.	Basically,	when	a	keyword	appears,	you	can	consider	tagging.	
As	for	accuracy,	it	depends	on	judging	the	context	in	which	the	keyword	appears	and	whether	
the	context	is	also	very	consistent.	It	is	very	consistent	with	the	description	that	this	content	is	
attached	with	enough	keyword	related	descriptions,	rather	than	just	mentioning	a	word.	
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